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SUMMARY
Homeostatic regulation of synapses is vital for nervous system function and key to understanding a range of
neurological conditions. Synaptic homeostasis is proposed to operate over hours to counteract the destabi-
lizing influence of long-term potentiation (LTP) and long-term depression (LTD). The prevailing view holds
that synaptic scaling is a slow first-order process that regulates postsynaptic glutamate receptors and funda-
mentally differs from LTP or LTD. Surprisingly, we find that the dynamics of scaling induced by neuronal inac-
tivity are not exponential or monotonic, and the mechanism requires calcineurin and CaMKII, molecules
dominant in LTD and LTP. Our quantitative model of these enzymes reconstructs the unexpected dynamics
of homeostatic scaling and reveals how synapses can efficiently safeguard future capacity for synaptic plas-
ticity. This mechanism of synaptic adaptation supports a broader set of homeostatic changes, including ac-
tion potential autoregulation, and invites further inquiry into how such a mechanism varies in health and dis-
ease.
INTRODUCTION

Synaptic plasticity is thought to be a key biological substrate of

learning, memory, and neural circuit development. It is theorized

that two forms of plasticity—(1) Hebbian positive feedback to

strengthen active synapses (long-term potentiation [LTP]) and

diminish less active ones (long-term depression [LTD]), and (2)

homeostatic negative feedback to maintain functional stabil-

ity—enable neurons to integrate recent activity changes without

veering into extreme hypo- or hyperactivity. There has been

considerable interest in understanding the basis of synaptic

adaptation to inactivity, its temporal dynamics, molecular under-

pinnings, and functional implications, based on in vitro,1 in vivo,

and ex vivo approaches.2,3 Despite this effort, including many

mechanistic studies in vitro, precisely how biochemical and

cell biological processes merge into a homeostatic feedback

system has not been fully settled.

Although Hebbian and homeostatic plasticity are typically

conceptualized as distinct processes, the requisite molecular

players exhibit considerable overlap.4 For example, the calcium
This is an open access article under the CC BY-N
(Ca2+)/calmodulin (CaM)-dependent kinaseCaMKII andphospha-

tase calcineurin (CaN) are primarily associated with LTP/LTD,5–8

but are also involved in homeostatic responses.9–11 L-type

voltage-gated Ca2+ channels (LTCCs), which regulate CaN

and CaMKII,12,13 are involved in both Hebbian14–16 and homeo-

static17,18 changes. Such divisions are even murkier when linking

a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor

(AMPAR) subunits to certain plasticity paradigms.19,20 Ca2+-

permeable AMPARs (CPARs), although often associated with

LTP,21–24 are also involved in homeostatic plasticity,10,25 and ho-

meostatic feedback can change the expression levels of several

AMPAR subunits—GluA126–29 and GluA2/3.29–31 Curiously, each

of these players operate ondifferent timescales, ranging fromsec-

onds32–34 to minutes15,35 to hours.36,37–39 Conceptually distin-

guishingHebbian and homeostatic plasticity requires the clarifica-

tion of howmultifunctional players are differentially engagedwhen

these forms of neuronal plasticity are induced.40

In systems with multiple feedback interactions at differing

timescales, understanding response dynamics to simple pertur-

bations can reveal how the constitutivemechanisms interact and
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Figure 1. Homeostatic upscaling of synaptic

weight exhibits slow non-monotonic changes

in mEPSC properties

(A) Example voltage-clamp recordings of neurons

chronically treated with TTX for 0, 6, 12, 24, 48, and

72 h.

(B) Mean mEPSC waveforms of the mean wave-

forms and mean decay t of neurons recorded from

corresponding TTX time points in (A).

(C) Mean ± SEM amplitude of mEPSCs, individual

cells as gray circles.

(D) Mean ± SEM frequency of mEPSCs. Throughout,

symbols signifying corrected multiple comparison,

with *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001,

detailed in supplemental tables. Statistical testing:

1-way ANOVA (Table S2). See also Figures S1–S3.
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provide valuable insights into the behavior of the system in

complex biologically relevant contexts.41 Theoretical studies

generally model homeostatic synaptic plasticity as a control sys-

tem42,43 wherein kinetic differences of positive or negative feed-

back components determine response dynamics, which can be

monotonic, oscillatory, or unstable.44–47 Despite theoretical

emphasis on the temporal properties of homeostatic adapta-

tions, experimental studies often center on one or two recorded

time points after a perturbation in firing rate or synaptic transmis-

sion.10,28,48,49 No study so far has linked response dynamics and

its mechanisms following a simple, stepwise intervention in

neuronal activity. Understanding these dynamics could reveal

a functional organization of the diverse molecular players used

by homeostatic and Hebbian plasticity.

Here, we show that the response to awidely used homeostatic

perturbation, activity silencing by tetrodotoxin (TTX), is a non-

monotonic, near-oscillatory fluctuation involving transient in-

creases of CPARs. These hitherto-overlooked dynamics require

an ordered sequence of CaN deactivation10 and CaMKII recruit-

ment and activation.50 We also found that LTCCs tune these dy-

namics by studying responses in neurons harboring a CaV1.2

mutation associated with Timothy syndrome (TiS), a rare but

highly penetrant form of autism.51,52 Building on these experi-

mental observations and manipulations, we propose a quantita-

tive model of synaptic homeostasis that incorporates dynamic

interactions between positive and negative feedback signaling.

Our findings support the premise that synaptic responsiveness

is a variable under feedback control and that spine Ca2+/CaM

acts as the sensor to recruit ‘‘Hebbian’’ and ‘‘homeostatic’’ ele-

ments to stabilize synapses and prepare them for future input.

Intriguingly, both our experiments and model provide mecha-

nistic links between synaptic Ca2+ homeostasis and activity-

dependent regulation of spike width, showing how decentralized

synapses could subsequently regulate cell-wide properties.
2 Cell Reports 43, 113839, April 23, 2024
RESULTS

Adaptation to inactivity is a slow non-
monotonic response
To delineate the time course of inactivity-

induced synaptic homeostasis, we recorded

miniature excitatory postsynaptic currents
(mEPSCs, or minis) from neuronal cortical cultures chronically

treated with TTX for 0, 3, 6, 12, 24, 48, and 72 h (±1.5 h) between

13 and 17 days in vitro (DIV) and characterized changes in

mEPSC amplitude, frequency, and kinetics. Based on previous

reports, we expected that the average amplitudes of mEPSCs

would increase after 3 h of TTX,38 rise monotonically,53,54 and

persist until 72 h.55 To the contrary, the increase in mEPSC

amplitude was strikingly non-monotonic, with observed peaks

at 6 and 48 h of TTX treatment (Figures 1C and S1C). mEPSC

instantaneous frequency also displayed a significant non-mono-

tonic, seemingly oscillatory change with TTX treatment

(Figures 1D and S1D). In addition to the predicted amplitude in-

crease, mEPSCs from TTX-treated neurons displayed a broad

decrease in decay constants (decay t) (Figures S1A and S1B).

These data show that upscaling of excitatory synapses during

prolonged spike blockade is not monotonic but instead appears

to oscillate.

L-type Ca2+ channel voltage activation shapes the time
course of the homeostatic response
Although voltage-gated Ca2+ channels have been implicated

in synaptic strength regulation for over a decade,28 their pre-

cise role in inactivity-induced homeostasis remains a mystery.

We used a mouse model of the TiS (TS2-neo) gain-of-function

mutation G406R56 to investigate what aspects of LTCC

signaling could be involved in homeostasis and how these as-

pects may contribute to the dynamic changes we observed.

TiS is a syndromic form of autism57 that arises from a point

mutation in the CaV1.2 Ca2+ channel. This mutation causes

a shift in the voltage-activation curve and impaired inactiva-

tion of Cav1.2, resulting in channel openings from smaller

depolarizations with increased Ca2+ flux when compared to

wild-type (WT) CaV1.2.
51,52,58 This mutation also leads to

exaggerated voltage-dependent conformational signaling
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Figure 2. Neurons with the TiS Cav1.2 gain-

of-function mutation possess an altered ho-

meostatic time course

(A) Example voltage-clamp recordings of TiS neu-

rons chronically treated with TTX for 0, 6, 12, 24, 48,

and 72 h.

(B) MeanmEPSCwaveforms of the mean waveforms

of neurons recorded in the corresponding TTX time

point in (A). WT waveforms from Figure 1 in gray.

(C) Mean ± SEM amplitude of mEPSCs from TiS (red,

individual cells as red squares) and WT (gray from

Figure 1).

(D) Mean ± SEM frequency of mEPSCs from TiS (red)

andWT (gray).Redstars indicatecorrectedsignificant

differences in TiS TTX-treated time points. Black stars

indicatecorrectedsignificantdifferencesbetweenWT

andTiSat timepoint.Statistical testing:2-wayANOVA

(Table S3). See also Figures S2 and S3.
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(VDC) and kinase activity during excitation, and contributes to

the homeostatic elevation of spontaneous synaptic Ca2+ tran-

sients.15,48 We hypothesized that the TiS mutation would

affect the overall magnitude of synaptic homeostasis.

Surprisingly, mEPSCs from litter-matched-TiS cultures ex-

hibited similarly non-monotonic upscaling, as seen in their

WT counterparts, but with differing phases in the oscillatory-

like changes in amplitudes. Time points of peak amplitude in

TiS significantly differed from WT at time points of 12, 24,

and 48 h (Figures 2C and S2C). Within TiS groups, there

was a significant change in amplitude at 12, 24, and 72 h of

TTX (Figures 2C and S2C) and in frequency at 6, 12, 24, and

48h of TTX (Figures 2D and S2D). We did not observe a phase

alteration of mEPSC frequency (Figures 2D and S2D) or for

mEPSC decay time constants (Figures S2A and S2B) between

WT and TiS. These results indicate that the voltage activation

of CaV1.2 alters the dynamics, not the magnitude, of excit-

atory synaptic homeostasis.

mEPSC properties do not developmentally fluctuate
To confirm that our observations were not confounded

by developmental or non-homeostatic changes, we recorded

mEPSCs from cultures at DIV during which all TTX experiments

were conducted (Figure S3). We did not observe significant

changes in mEPSC amplitude or frequency 13–17 DIV

(Figures S3C and S3E) in either WT or TiS cultures. We

observed a small increase in decay kinetics through DIV

(Figures S3G and S3J). These changes did not fluctuate, in

contrast to the changes in mEPSC kinetics seen with homeo-

static perturbations, all suggesting that any in vitro develop-

mental changes in synaptic and network properties did not

confound our measurements and observations of adaptation

to activity perturbation.
GluA1-containing CPARs support
synaptic homeostasis at time points
of peak mEPSC amplitude and
fastest decay
To determine whether LTP-associated

CPARs contribute to the dynamic homeo-
static response, we first compared the mean mEPSC wave-

forms at various time points from our TTX experiments in

both WT and TiS (Figures 1 and 2) and found that mEPSCs

with higher amplitudes consistently exhibited faster decays

(Figure 3A). Plotting the mean amplitude (ordinate) against the

mean decay t (abscissa) for each time point revealed a strong

negative correlation (Figure 3B). Changes in mEPSC decay time

reflects AMPAR composition and the prevalence of GluA1 rela-

tive to GluA2. mEPSC events with fast decay times point to a

prevalence of CPARs.59 We confirmed that at time points of

highest amplitude and fastest decay, mEPSCs were CPAR

dominated. We verified this by recording from 0, 24, and 48 h

TTX-treated cultures while acutely exposing them to philantho-

toxin (PhTx), a CPAR-specific antagonist. mEPSCs only ex-

hibited PhTx sensitivity at specific hours of chronic TTX treat-

ment. WT cultures treated with TTX for 48 h displayed a

PhTx-induced reduction in mEPSC amplitude (Figure 3C, bot-

tom right) and increase in decay t (Figure S4F). TiS cultures

were not PhTx sensitive at 48 h but were responsive earlier at

24 h instead (Figures 3C, center, and S4F). We noted that

mEPSCs from TiS cultures at baseline exhibited slight sensi-

tivity to PhTx, as indicated by an increase in decay t (Fig-

ure S4F). Although WT neurons exhibited a significant decrease

in mEPSC frequency at 24 h TTX + PhTx (Figure S4G), TiS neu-

rons displayed no notable PhTx-induced frequency changes at

any time point tested (Figures S4E and S4G).

We then assessed whether there were changes in GluA1

levels during prolonged inactivity by measuring levels of surface

GluA1 (sGluA1) with immunofluorescence. We colabeled sGluA1

and postsynaptic density protein 95 (PSD-95) in cultures and

measured the mean intensities of the sGluA1 signal within

PSD-95 puncta in dendritic regions identified by microtubule-

associated protein 2 (MAP2) immunolabeling (Figure 3D, white
Cell Reports 43, 113839, April 23, 2024 3
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Figure 3. Ca2+-permeable GluA1-containing

AMPARs transiently contribute to high-ampli-

tude time points of synaptic homeostasis

(A) Scaled mean mEPSC waveforms from Figures 1

and 2 forWT (48 h TTX, black) and TiS (24 h TTX, red)

compared to 0 h TTX.

(B) Mean ± SEM amplitude vs. the mean ± SEM

decay of all time points (0–72 h TTX, light to dark)

and genotypes (WT gray to black, TiS pink to

maroon).

(C) Top: Mean mEPSC waveforms from voltage-

clamp recordings with the corresponding TTX time

point before PhTx wash-on (WT gray to black; TiS

pink to maroon) and after PhTx wash-on in blue.

Center: Time course of mean ± SEM mEPSC am-

plitudes with PhTx wash-on in blue. Bottom:

Matched amplitude means from 3 min of baseline

preceding PhTx wash-on and last 3 min of PhTx

recording.

(D) Representative micrographs of sGluA1 (cyan)

and PSD-95 (red) from cortical cultures chronically

treated with TTX. Dendritic region of interest (ROI)

was determined by MAP2 staining, represented as

white dotted line outline. Scale bar, 1 mm.

(E) Time course of mean ± SEM sGluA1 intensities

within PSD-95 puncta of a dendritic ROI from (D).

(F) Mean ± SEM amplitude vs. mean ± SEM synaptic

sGluA1 for time points (0–72 h TTX, light to dark) and

genotypes. Statistical testing: linear regression,

2-way ANOVA (Tables S4 and S5). See also Fig-

ure S4.
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outline). We observed a non-monotonic increase in synaptically

localized sGluA1 in bothWT and TiS cultures, with significant dif-

ferences between WT and TiS at 3 and 12 h of chronic TTX (Fig-

ure 3E). Broadly, TTX treatment increased the intensity of sGluA1

puncta, with the highest intensity at time points predictable from

our electrophysiological data (Figure 3F). We also saw similar

changes in shaft sGluA1 (Figures S4J and S4K), suggesting

that synaptic increases were not accounted for by the relocation

of GluA1. These results indicate that the composition of up-

scaled synapses changes over the course of homeostatic adap-

tation by transiently incorporating the GluA1 AMPAR subunit,

typically associated with LTP.20 Taken together, our results

show that the dynamic inclusion of GluA1-containing CPARs

contributes to increasing synaptic weight in response to pro-

longed inactivity.

Chronic CaN blockade mimics early synaptic
homeostasis with a monotonic time course
The multiphasic response suggests that two opposing signaling

pathways interact during prolonged inactivity. We hypothesized
4 Cell Reports 43, 113839, April 23, 2024
that peaks in mEPSC amplitudes may

involve variations in local Ca2+ signaling

involving CaV1.2 (Figure 2) and GluA1/

CPARs (Figure 3). A corollary of this

hypothesis is that the initial reduction of

activity would alter a participatory Ca2+-

signaling enzyme. The Ca2+/CaM-depen-

dent phosphatase CaN, previously impli-
cated in both rapid and prolonged synaptic homeostasis through

the action of CPARs,9,10,25 was a promising candidate. We pre-

dicted that TTX results in a reduction of CaN activity, via Ca2+

signaling through CaV1.2, to mediate early synaptic upscaling.

To determine the time course of the involvement of CaN, we

chronically blocked CaN in WT and TiS cultures with FK506, an

inhibitor of CaN activity. In both genotypes, we observed a broad

increase in mEPSC amplitudes by 6 h of chronic FK506 (5 mM)

that persisted through 12 h and 24 h (Figures 4C, S5A, and

S5G). TiS cultures exhibited a quicker and larger increase in

mEPSC amplitudes compared to WT, as indicated by different

exponential constants (Figure 4C, dashed lines). These ampli-

tude changes paralleled drops in decay time constants

(Figures 4D, S5C, and S5I) and increases in frequency

(Figures 4E and S5E–S5K). Interestingly, chronic CaN inhibition

in WT cultures did not evoke a drop in mEPSC amplitudes after

6 h, as seen in TTX-treated conditions (Figure 4F), whereas ki-

netic properties of the mEPSCs remained comparable (Fig-

ure 4G), implying that CaN may be reactivated after an initial

response in TTX-induced upscaling.
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Figure 4. Chronic inactivation of CaN elicits monotonic synaptic upscaling

(A) Example voltage-clamp recordings of WT (teal) and TiS (orange) neurons chronically treated with CaN inhibitor FK506 for 0, 3, 6, 12, and 24 h.

(B) Mean mEPSC waveforms of neurons recorded in the corresponding FK506 time point.

(C) Mean ± SEM (solid crosses) amplitude of mEPSCs from FK506-treated neurons WT (teal) and TiS (orange) with exponential fit (dotted line, time constants are

WT tFK: 11.4 h, TiS tFK: 9.3 h).

(D)Mean ±SEM (solid crosses) decay kinetics of mEPSCs from FK506-treated neurons, with exponential fit (dotted line, time constant tFK: 11.4 h, rate constant of

1.46 3 10�3 min�1). This rate provided a constraint on the parameters of a computational model (Figure 7), as detailed in Table S1.

(E) Mean ± SEM instantaneous frequencies of mEPSCs from FK506-treated neurons.

(F) Normalized mean ± SEM amplitude of mEPSCs from neurons: WT-TTX (black), TiS-TTX (red), WT-FK506 (teal), and TiS-FK506 (orange) over first 24 h of drug

treatment.

(G) Normalized mean ± SEM decay tau of mEPSCs over first 24 h of drug treatment.

(H) Normalized mean ± SEM instantaneous frequency of mEPSCs over first 24 h of drug treatment. Statistical testing: 2-way ANOVA, + signifies post hoc Fisher’s

least significant difference (Table S6). See also Figure S5.
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Figure 5. CaMKII activation and isoform

expression fluctuates through TTX-induced

homeostasis

(A) Representative micrographs of pCaMKII (cyan)

and PSD-95 (red) from cortical cultures chronically

treated with TTX. Dendritic ROI was determined by

MAP2 staining, represented as white dotted line

outline.

(B) Time course of mean ± SEM pCaMKII intensities

within PSD-95 puncta from (A).

(C) Representative micrographs of bCaMKII (cyan)

and PSD-95 (red) from cortical cultures chronically

treated with TTX. Dendritic ROI was determined by

MAP2 staining, represented as white dotted line

outline.

(D) Time course of mean ± SEM bCaMKII intensities

within PSD-95 puncta from (C).

(E) Representative micrographs of aCaMKII (cyan)

and PSD-95 (red) from cortical cultures chronically

treated with TTX. Dendritic ROI was determined by

MAP2 staining, represented as white dotted line

outline.

(F) Time course of mean ± SEM aCaMKII intensities

within PSD-95 puncta from (E). Scale bars, 1 mm.

Statistical testing: 2-way ANOVA (Table S7). See also

Figures S6 and S7.
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Transient increase in CaMKII phosphorylation during
adaptation to chronic inactivity
We next hypothesized that the upregulation of GluA1 in either

TTX- or FK506-treated neurons is driven by another Ca2+-depen-

dent enzyme, CaMKII. Furthermore, the monotonic synaptic

upscaling from FK506 treatment suggests that the TTX-induced

multiphasic response may result from concerted, but not simulta-

neous, CaN inactivity and CaMKII activity. Since the formation of

phosphorylated CaMKII (pCaMKII) is one avenue to CaMKII acti-

vation, we colabeled T286/287-pCaMKII and PSD-95 in TTX-

treated cultures in dendritic regions identified by MAP2 immuno-

labeling. TTX treatment led to dynamic changes in pCaMKII levels

in bothWT and TiS (Figures 5A, 5B, S6, and S7). We discovered a

strong transient activation of CaMKII at 6 h of chronic TTX treat-

ment that decreased to an above-baseline level at 12 h of TTX

in both WT and TiS cultures. In contrast to other TiS results, the

magnitude of pCaMKII at 6 and 24 h of TTX in TiS neurons was

significantly greater than that of WT (Figures 5B, S6A–S6D,
6 Cell Reports 43, 113839, April 23, 2024
and S7A). At other time points when pCaM-

KII was less active, we still observed

smaller but significant differences in its

amount of activation over time. These dy-

namic changes were observed at both

putative synapses (within PSD-95 puncta;

Figures 5B, S6A, and S6C) and putative

dendritic shafts (not in PSD-95 puncta;

Figures S6B, S6D, and S7A). These results

extend previous observations on synaptic

inactivity and provide a dynamic picture of

CaMKII regulation in response to spike

blockade.
Synaptic levels of both b and a isoforms of CaMKII
fluctuate in response to inactivity
We previously demonstrated that prolonged spike blockade

shifts the predominant CaMKII isoforms from a to b.50 Because

the bCaMKII holoenzyme is �8-fold more sensitive to Ca2+/

CaM,60 increased b/a could mediate the homeostatic regulation

of CaMKII activity. To understand how both bCaMKII and

aCaMKII changed over time during TTX-induced homeostasis

of excitatory synapses, we colabeled specific CaMKII isoforms

with PSD-95 in separate cultures and measured the intensities

of the CaMKII signal within PSD-95 puncta in dendritic regions

identified by MAP2 immunolabeling.

For synaptic bCaMKII levels, we found a general increase after

6 h of chronic TTX treatment (Figures 5C, 5D, and S6E–S6H),

with similar non-monotonic changes in bCaMKII levels in the

dendritic shaft (Figure S7B). These increases differed between

WT and TiS (Figures 5C and 5D). bCaMKII levels seemingly oscil-

late inWT neurons, with elevations of synaptic bCaMKIImirroring
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Figure 6. CaMKII blockade prevents FK506-

induced upscaling

(A) Mean mEPSC waveforms from neurons of cor-

responding FK506+KN93 time point.

(B) Mean mEPSC waveforms of the mean wave-

forms of neurons recorded in the corresponding

FK506+KN93 time point. WT (purple), TiS (magenta).

(C) Mean ± SEM amplitude kinetics of mEPSCs

from FK506+KN93-treated neurons. WT (purple),

TiS (magenta).

(D) Mean ± SEM instantaneous frequencies of

mEPSCs from FK506+KN93-treated neurons.

(E) Mean ± SEM decay kinetics of mEPSCs from

FK506+KN93-treated neurons. Statistical testing:

2-way ANOVA (Table S8). See also Figure S8.
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that of mEPSC amplitude, peaking at 6 and 48 h of TTX treatment

(Figures 5C and 5D). In TiS neurons, synaptic levels of bCaMKII

quickly rose by 6 h of TTX, followed by a slight fluctuation before

returning to baseline levels at 72 h. Notably, in WT the mean

mEPSC amplitude was linearly correlated with the bCaMKII level

at the same time point (Figure S7D, r2 = 0.8975); the correlation

was weaker in TiS cultures (Figure S7E, r2 = 0.4512). The in-

crease in bCaMKII and the transient activation of CaMKII sug-

gest that LTP mechanisms are used in low-activity scenarios

through an increased availability of the bCaMKII isoform.

For aCaMKII, we observed broad non-monotonic decreases

in synaptic and dendritic shaft levels in response to TTX, with sig-

nificant differences between WT and TiS (Figures 5E, 5F, S6I–

S6L, and S7C). aCaMKII levels in WT significantly dropped after

3 h of TTX, reaching a nadir by 6 h, before recovering at 72 h (Fig-

ure 5F). In contrast, aCaMKII levels in TiS neurons oscillated,

with significant troughs at 3, 24, and 72 h of TTX treatment (Fig-

ure 5F). Between WT and TiS, aCaMKII levels differed at 6, 12,

24, and 72 h, suggesting that the dynamics of aCaMKII isoform

expression in response to inactivity were affected by the CaV1.2

mutation. Our data confirm that a- and bCaMKII levels change in

opposite directions in response to inactivity.50 Increases in

bCaMKII occur with slowmultihour kinetics, consistent with a se-

ries of steps such as activation of transcription, translation, and

intermediate steps of mRNA/protein transport.61

Blockade of CaMKII prevents FK506-induced upscaling
Our results suggest that the cooperation between CaN and

CaMKII may be necessary to upscale excitatory synapses early

in response to prolonged activity reduction. To experimentally

confirm whether CaMKII activity was necessary for this early

response, we cotreated WT and TiS cultures with FK506

and KN93 to pharmacologically block CaMKII activation and
measured mEPSCs at 0, 3, 6, 12, and

24 h. When the efficacies of CaN and

CaMKII were simultaneously reduced, we

saw no change in mEPSCs. mEPSC ampli-

tudes in both WT and TiS did not increase

over a 24-h period (Figures 6A–6C and

S8A–S8D). mEPSC decay kinetics did not

change significantly (Figures 6D and S8E–

S8H), nor did instantaneous frequencies
of mEPSCs (Figures 6E and S8I–S8L). These results suggest

that synaptic upscaling due to deactivation of CaN requires ac-

tivity of CaMKII.

Integrating negative and positive feedback via
phosphatase and kinase actions captures key features
of homeostatic response
Our results indicate that TTX-induced inactivity leads to dynamic

changes inmEPSC properties (Figures 1 and 2) and demonstrate

the necessity of CaMKII and CaN activity (Figures 4, 5, and 6). To

determine whether the interaction of these signaling pathways is

sufficient to produce a multiphasic homeostatic response, we

used a reduced model of Ca2+-dependent phosphorylation of

GluA1 (Figure 7, see model supplement). In the model, postsyn-

aptic Ca2+ is determined by the presynaptic quantal rate, R, via

the equation

log Ca = Ca0 +CaPSP0R+CaGluA1RA;

where log Ca is the log concentration of postsynaptic Ca2+ avail-

able to be bound to CaM; in linear units, Ca0 is a baseline level of

Ca2+, CaGluA1 is the maximal Ca2+ per quantal rate through

CPARs, and CaPSP0 is the Ca2+ per quantal rate through

CPAR-independent sources. The postsynaptically functional

fraction of CPARs, A, is determined by a kinetic equation

dA

dt
= kfð1 � AÞ � kdA;

in which kf and kd represent the rate of GluA1 phosphorylation

and dephosphorylation. The phosphorylation rates (kf ; kdÞ
(Equation S1) depend on activation variables m and n, which

represent the activation of CaMKII and CaN, respectively, and

b, which represents the proportion of CaMKII that is bCaMKII
Cell Reports 43, 113839, April 23, 2024 7
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Figure 7. Integrating Ca2+-dependent phosphorylation feedback captures key features of homeostatic response

(A) Schematic of signaling players (colors) with relatedmathematical variables (gray). Variables modified tomodel TiS G406Rmutation with red dashed underline.

(B) Activation curves of n (CaN, blue),m (100% aCaMKII solid red, 100% bCaMKII dotted red), and in bottom b, signifying CaMKII ratio b = b=ðɑ + bÞ, (%bCaMKII).

Subscript N denotes steady-state value.

(C) CaðRÞ curve, the steady-state level of Ca2+ as a function of quantal rate (R). Full range of steady states exhibited by the model A = 0 and A = 1 (black dotted

lines). For the cases of CaN-homeostasis only (kCaMKII = 0, light blue), for CaN-homeostasis with aCaMKII only (CaDb = 0, red dotted line), and the full model with

switchover from aCaMKII to bCaMKII (maroon line).

(D) Model response to the TTXmanipulationwithout presynaptic oscillation by clamping presynaptic quantal release from a baseline level of 100 Hz to ‘‘TTX’’ level

of 10 Hz withWT (solid lines), TiS (dashed line), andwithout a- to bCaMKII switch (dotted line) for GluA1 (magenta line), log Ca (purple line), CaN (blue line), CaMKII

(red line), and %bCaMKII (maroon line).

(E) Model FK506 with WT parameter (solid lines) and TiS parameter (dashed lines) responses to CaN inhibition simulated by reducing CaN efficacy to 20% while

maintaining quantal rate (R = 100 Hz). Predicted model response to FK506 and KN93 (dotted lines) by reducing CaN and CaMKII efficacy while maintaining

quantal rate. See also Figures S9 and S10 and model supplement.
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and thus determines the Ca2+ sensitivity of CaMKII. In turn,m, n,

and b are determined by the level of Ca2+ and follow first-order

kinetics with exponential time constants of 1, 40, and 300 min,

respectively. Themodel is thus composed of four dynamical var-

iables that represent the activity of CaN, CaMKII, and CPARs,

their relationship with postsynaptic Ca2+, and the influence of

presynaptic rate (Figure 7B; see model supplement and

Table S1 for further interpretation of model equations, parame-

ters, and variables).

To understand the relative contribution of the various phos-

phokinetic components, we first considered their effect on the

steady-state response of the model as a function of quantal

rate (Figure 7C). Without CPARs (A = 0), Ca2+ increases linearly

with R, reflecting CaPSP0. When the proportion of functional

CPARs is clamped at A = 1, the slope of this relationship in-
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creases dramatically. If A is allowed to vary according to the

phosphatase activity of CaN, then the operating curve (light

blue) swings between the extremes delineated by fully functional

and non-functional CPARs. This highlights the impact of Ca2+/

CaM regulation of CaN, which buffers the dependence on rate

by adjusting CPAR-mediated Ca2+ entry per quantum. Incorpo-

ration of the influence of aCaMKII (dashed red line) has little ef-

fect on the operating relationship because CaMKII is negligibly

recruited at near-basal Ca2+ levels, whereas at the high quantal

rate, aCaMKII activation results in bistability between a high-

[Ca2+] CaMKII-active and low-[Ca2+] CaMKII-inactive state

(Figures S9A and S9B). In contrast, the Ca2+-dependent replace-

ment of aCaMKII with bCaMKII significantly affects basal Ca2+

(Figures 7C and S9A), boosting the steady-state Ca2+ curve at

low rates and flattening it further. In combining the negative
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feedback effects of CaN deactivation and bCaMKII, this steady-

state relationship allows [Ca2+] to increase by only�40%, with a

5-fold variation in quantal rate (e.g., between 20 and 100 Hz).

To understand the dynamic changes in [Ca2+] and glutamate

receptor level following spike blockade, we turned next to

modeling time-dependent changes in log Ca and A that follow

a sudden change in R (Figure 7D). To mimic the application of

TTX, we reduced R from a ‘‘baseline’’ rate of 100 Hz that incor-

porates quantal release due to spontaneous action potential

firing, to a ‘‘TTX’’ quantal rate of 10 Hz, comparable to our data

(Figure S9A). The sharp decrease in rate caused a rapid shift in

log Ca from �6.9 to �7.6, and a corresponding decrease in

CaN activity. This in turn leads to a slow increase in GluA1, driven

by the basal level of protein kinase activity that brings log Ca

back toward steady-state levels. Simultaneously, the altered

log Ca caused an increase in bCaMKII, which eventually shifted

the Ca2+ sensitivity of CaMKII enough to trigger a rapid activation

of CaMKII and recruitment of CPAR at �8 h; this in turn leads

log Ca to return near its pre-TTX steady-state level. Thus,

the interaction of CaN and CaMKII and the transition between

a- and bCaMKII isoforms is sufficient to account for the first

peak inmEPSC amplitude (Figure 1) and the corresponding large

peak in synaptic pCaMKII (Figure 5A). This simulates the data

observed following 24 h of TTX. To model the effects of the TiS

mutation, CPAR-independent Ca2+permeability and effective

Ca2+ sensitivity of CaMKII were increased (Figure 7A, dashed

red underline), mimicking the effect of prolonged LTCC cur-

rents51,58 and heightened relocation of CaMKII to dendritic

spines.15 This resulted in exaggerated CaMKII activation and

GluA1 levels (Figure 7D, dashed lines). However, these dynamic

features were abrogated if b was held fixed at 0 (Figure 7D,

dotted lines), highlighting the contribution of the a- to bCaMKII

conversion.

We also simulated the synaptic response to FK506 application

by inhibiting CaN-mediated dephosphorylation by clamping R at

its baseline rate, and at t = 0, reduced CaN efficacy to a small

fraction of its basal value. In response, the basal level of protein

kinase activity kf0 droveA to a new, higher steady state with first-

order kinetics (Figure 7E, solid line), in line with the monotonic

change in quantal amplitude upon exposure to FK506 (Figure 5).

In contrast, when we simultaneously reduced CaN activity and

CaMKII efficacy as well, the slow increase inAwas not seen (Fig-

ure 7E, dotted line). In addition, with a TiS mutation-like modifi-

cation of the model, A rose more quickly to a higher steady state

in response to FK506 (Figure 7E, dashed line). We also investi-

gated model responses to stepwise quantal release decreases

of varying degrees (Figure S9D, 100 Hz to 90, 70, 40, and

10 Hz, light to dark gray). Smaller decreases in quantal release

exhibited faster and smaller responses in A that qualitatively ap-

peared monotonic (Figure S9D, light magenta lines), with the

non-monotonic response appearing only with large stepwise de-

creases in quantal release (dark magenta lines).

We noted that the model did not produce the secondary peak

in GluA1 at �48 h of TTX (Figure 1C). We hypothesized that the

longer-timescale phase in mEPSC amplitude and CPARs

changes may be a result of fluctuations in presynaptic sponta-

neous release,36 suggested by fluctuations in mEPSC frequency

in our data (Figure 1D). To test for this possibility, we imposed a
damped oscillation in R mimicking the observed mEPSC fre-

quency changes (Figures 1D and S9C, top; see model supple-

ment). This robustly produced a late peak in GluA1 (Figure S9C,

gray shading), with a larger and earlier CaMKII peak (6 h) in the

first cycle (Figure S9C, red shading) reproducing experimental

observations (Figures 1 and 5). Taken together with the simula-

tion without a presynaptic oscillation (Figure 7D), this model

response highlighted three stages of the adaptation to prolonged

reduction in activity. First, a rapid drop in Ca2+ results in the inac-

tivation of CaN, allowingGluA1 phosphorylation to rise due to the

basal activity of protein kinases, including CaMKII (Figure S9C,

blue shading). Second, if the rate remains sufficiently low for a

long period, then a large and transient peak in CaMKII phosphor-

ylation activity occurs at �6–12 h, mediated by a slow increase

in the b/a ratio (Figure S9C, red shading). The third stage (Fig-

ure S9C, gray shading) is dominated by the slow presynaptic

oscillation in R. Notably, inclusion of the presynaptic oscillation

brought postsynaptic Ca2+ levels closer to the pre-TTX condition

than without any presynaptic oscillation. Taken together,

these simulations of Ca2+-sensitive phosphatase and kinase ac-

tivities, respectively providing negative and positive feedback,

mimicked the dynamics of inactivity-dependent synaptic

plasticity.

DISCUSSION

Homeostatic synaptic plasticity is classically pictured as a slow

process that readjusts synaptic weights to stabilize circuit activ-

ity despite Hebbian plasticity. Our results indicate that the multi-

phasic response to spike blockade (Figures 1, 2, and 3) arises

from sequential changes in Ca2+-dependent phosphatase and

kinase activities (Figures 4, 5, 6, and 7). First, inactivity causes

a rapid drop in Ca2+, leading to the deactivation of CaN (Figure 4)

and increases in phosphorylated GluA1 due to baseline kinase

activity, paralleled by a switchover from a- to bCaMKII expres-

sion (Figures 5C, 5D, 7D, and S9C). Second, bCaMKII-mediated

kinase activity peaks at �6–12 h (Figures 7D, S9C, 5A and 5B).

Finally, a slow oscillation in quantal rate ensues. Our experiments

verified the necessity of CaMKII for generating the fluctuating

response (Figure 5) and coordination between CaN and

CaMKII in generating even the earliest postsynaptic strength-

ening (Figure 6).

Excitatory synapses engage Hebbian mechanisms to
homeostatically regulate Ca2+ and preserve synaptic
responsiveness
We found that elements of LTP (CaMKII) are transiently engaged

during homeostatic plasticity, albeit more slowly than in LTP, and

interact with more canonical homeostatic elements.10,25,62–64

CaMKII is essential for synapse strengthening in LTP,65 which

is induced by brief but intense neuronal activity.66 Thus, it

seems paradoxical that CaMKII is activated by prolonged inac-

tivity.38,64,67 However, the elimination of action potentials tilts

the balance of CaMKII isoforms from aCaMKII to bCaMKII,50

increasing Ca2+/CaM sensitivity as much as �10-fold,60 and

is essential for driving homeostatic plasticity.68 We observed

CaMKII activation coincident with bCaMKII increases

(Figures 5B and 5D). Grounded in these data, the model shows
Cell Reports 43, 113839, April 23, 2024 9



Article
ll

OPEN ACCESS
how CaMKII activity can be harnessed for homeostatic pur-

poses, extending its classic Hebbian role.

What might synapses gain by coopting classically
Hebbian mechanisms for homeostasis?
First, engaging changes in CaMKII (and CaN) activity offers

heightened Ca2+ buffering power and faster compensation. Pre-

venting Hebbian aspects of CaMKII mobilization in our model by

blocking switchover to the b isoform caused inactivity-induced

readjustment of Ca2+ to beweaker and slower than with Hebbian

support (Figure 7D). In the steady state, the change in Ca2+ in

response to a 10-fold variation in quantal frequency was 9.3-

fold with CPARs at maximum, 4.0-fold with no CPARs, and

only 2.0-fold when CPARs were feedback regulated by CaN

and CaMKII (Figure 7D). Thus, ‘‘Hebbian’’ machinery boosts

the steady-state properties and dynamics of homeostatic

adaptation.

Second, the a/bCaMKII switch protects synaptic readiness

for future rapid synaptic strengthening. Ca2+-dependent expres-

sion of the bCaMKII isoform recalibrates the level of Ca2+ needed

to activate the CaMKII holoenzyme (Figure 7B), thus autoregulat-

ing the Ca2+ sensitivity of ‘‘Hebbian’’ elements in a metaplastic

fashion. The proportion of bCaMKII altered the relationship be-

tween input rate and Ca2+ levels (Figure S9B). For low %bCaM-

KII, steady-state Ca2+ exhibited bistability, but only at a high

input rate. As %bCaMKII increased, lower input rates could suf-

fice to elicit bistability (Figure S9B). Thus, the capability for

synaptic plasticity is itself under homeostatic control and repre-

sents a form of metaplasticity reminiscent of sliding threshold

models.3,40,69–71

Third, synaptic localization of CaN supports its participation in

both Hebbian and homeostatic contexts. Postsynaptically

anchored CaN25 plays a dominant role in LTD as another ‘‘Heb-

bian’’ mechanism that uses positive feedback.71 CaN-driven

synaptic homeostasis9,10 could be conceptualized as ‘‘dede-

pression’’ or removal of a tonic LTD. By upregulating CPARs af-

ter a TTX-induced decrease in network activity, CaN deactiva-

tion can also contribute to readying synapses for synaptic

plasticity on demand. CaNmay directly control GluA1 phosphor-

ylation10,25 or regulate retinoic acid synthesis.9 Our experiments

add to this emerging framework by demonstrating the joint oper-

ation of CaN and CaMKII as opposing limbs of CaV1-related

signaling (Figure 7E). When both enzymes were blocked by

FK506 and KN-93, respectively, changes in mEPSCs were

completely prevented (Figure 6).

Fourth, the use of Hebbian mechanisms for homeostasis at

synapses helps mobilize synapse-to-nucleus signaling for

further homeostatic ends. Multiple aspects of local postsynaptic

signaling are redeployed for more global purposes. CPAR-,

LTCC-, CaN-, and CaMKII-dependent signal transduction trig-

gers the translocation of protein messenger molecules to the nu-

cleus to control alternative mRNA splicing, thus driving changes

in BK (big potassium) channel variants,48 in addition to its role in

activity-coupled gene transcription.72 PhTx block of CPARs pre-

vents such adjustments of intrinsic properties,48 suggesting

that postsynaptic Ca2+ homeostasis serves as the initiator of

neuron-wide autoregulation, including excitability, patterning,

and firing.73–76
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In summary, leveraging canonically Hebbian mechanisms for

synaptic homeostasis offers multiple advantages for synaptic

and neuronal function.

Cav1.2 channels act as homeostatic effectors:
Implications for intact circuits and insights from an
autism-associated mutation
Our studies of the TiS G406R mutation51,52,58,77,78 suggest that

CaV1.2 LTCCs act as effectors for homeostatic adaptation.

LTCCs interact with multiple postsynaptic elements such as

AKAP67/150,79 protein kinase A (PKA),26,80 CaN,79 and

CaMKII15 and play central roles in signaling synaptic activity to

the nucleus.72 The G406R mutation results in altered voltage

activation, impaired inactivation, increased Ca2+ flux,51,52,58

and exaggerated VDC,15 prompting our study of accompanying

inactivity-driven changes in synaptic function. We found dy-

namic shifts in fluctuations of CPAR-mediated mEPSC ampli-

tude (Figures 2 and 3) and larger TTX-induced peaks of pCaMKII

activation and bCaMKII in spines (Figure 5); this was consistent

with CaV1.2 VDC favoring local CaMKII accumulation and activa-

tion.15 Notably, TTX-treated TiS neurons did not exhibit exagger-

ated mEPSC amplitudes, nor were differences observed at

baseline (Figure 2). In TiS, enhancement of FK506-induced

changes in mEPSCs (Figure 4) indicates that increased pCaMKII

activity is counterbalanced by higher basal CaN activity (Fig-

ure 7D). The TiS mutation provides genetic evidence that

CaV1.2 functions as an effector, recruiting CaMKII and CaN to

implement synaptic homeostasis.

As an effector, CaV1.2 channelsmay be an integral component

of a Ca2+-dependent phosphorylation system coordinating slow

synaptic modifications in vivo during sleep81 and hibernation.82

The synaptic homeostasis hypothesis proposes that a central

function of sleep is to renormalize synapses after potentiation

during waking hours.83 Across the sleep-wake cycle in cortex,

changes are found in mEPSC frequency and amplitude,84 and

in the synaptic phosphoproteome.85 Intriguingly, all of the mo-

lecular players in our study, a- and bCaMKII, CaV1.2, CaN, and

GluA1, exhibit fluctuations in phosphorylation across the

sleep-wake cycle.85 This implicates our Ca2+-dependent phos-

phorylation feedback mechanism in supporting sleep-wake syn-

aptic renormalization. Given that neurological conditions,

including autism, involve sleep disruption,86 it is intriguing that

the dynamics of synaptic adaptations were altered in neurons

bearing the TiSmutation, the basis of a syndromic form of autism

spectrum disorders. We note that fluctuations in synaptic weight

are not seen in ex vivo recordings in slices from animals sub-

jected to sensory deprivation.2,87 However, this conforms with

our modeling of effects of mild input reductions (Figure S9D),

given the only partial loss of synaptic input in sensory deprivation

experiments.

A role for presynaptic adaptation in responses to
homeostatic perturbations in vitro and in vivo

We observed significant TTX-induced fluctuations in mEPSC

frequency (Figures 1 and 2), suggesting that presynaptic

homeostatic responses are also non-monotonic.88 CPARs

and bCaMKII influence presynaptic adaptations to inactivity

via retrograde signaling.28,68,89,90 Retrograde signaling links
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postsynaptic interventions to presynaptic modifications of

vesicle release at neuromuscular junctions and central synap-

ses,91 in invertebrates,92 and in vertebrates in vivo,93 and is

evident even with complete action potential blockade.94 Thus,

our observation of a TTX-induced oscillation in presynaptic effi-

cacy has precedent. Curiously, in vivo removal of visual input to

layer 5 cortical neurons first decreases mEPSC frequency and

returns close to baseline before mEPSC amplitude increases.2

Likewise, when we remove the presynaptic oscillation in our

model, the late stage of the homeostatic response does not

occur (Figures 7D and S9C). This suggests that the inactivity-

driven increase in mEPSC at 24–48 h arises from both pre- and

postsynaptic elements responding together.

Various mechanisms could be involved in the hypothesized

post- to pre- back to post communication,95 including postsyn-

aptic mammalian target of rapamycin complex 1 (mTORC1)-

mediated brain-derived neurotrophic factor (BDNF) signaling.36,96

Such a scenario could involve translational control through

mTORC197 and retinoic acid,9 and then act through Ca2+-medi-

atedBDNF release68,90 to signal back to the presynaptic compart-

ment.89 Another possible scheme invokes retrogrademessengers

such as nitric oxide98 produced by nitric oxide synthase, which is

also regulated by CaMKII99–101 and CaN.102,103 Further questions

about the mechanism can now be addressed more effectively by

combining perspectives on ‘‘Hebbian’’ and homeostatic synaptic

plasticity and appreciating their aspects of dynamic overlap.

Limitations of the study
Although in vitro and in silico approaches are more experimen-

tally tractable, enabling closed-loop mechanistic dissections,

our study lacks a directly analogous in vivo manipulation. Simi-

larly, TTX blocks all spiking, whereas synaptic activity indepen-

dent of action potential release is maintained. Endogenous and

experimental activity changes in vivo do not result in activity re-

ductions to the same degree as our pharmacological manipula-

tion, which we could limitedly address in our model (Figure S9D).

Our experiments did not explore the results of prolonged activity

increases or the detailed mechanism by which inactivity-driven

CaMKII activation increases AMPAR weight.104,105 To design a

sufficiently simple model to qualitatively capture the hypothe-

sized interactions, we made several idealizations, outlined in

our model supplement.
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KEY RESOURCES TABLE
REAGENT or RESOURCE SOURCE IDENTIFIER

Antibodies

anti-GluR1 (rabbit) Millipore Cat#05-855R,

RRID:AB_10015249

anti-GluR1 (rabbit) Calbiochem Cat#04–855, RRID:AB_1977216

anti-pCaMKII (rabbit) Cell Signaling Technology Cat#12716S, RRID:AB_2713889

anti-PSD95 (mouse IgG2a) Biolegend Cat#810401, RRID:AB_2564750

anti-PSD95 (mouse) Synaptic Systems Cat#124011, RRID:AB_10804286

anti-PSD95 (rabbit) Synaptic Systems Cat#124002, RRID:AB_887760

anti-PSD95 (goat) AbCam Cat#AB12093, RRID:AB_298846

anti-MAP2 (guinea pig) Synaptic Systems Cat# 188004, RRID:AB_2138181

anti-CaMKII-alpha (rabbit) AbCam Cat# ab131468, RRID:AB_11157799

anti-CaMKII-beta (mouse) AbCam Cat#ab89197, RRID:AB_2040678

Chemicals, peptides, and recombinant proteins

Tetrodotoxin Alomone Labs Cat#T-550

Philanthotoxin Cayman Chemical Co. Cat#14607

FK506 Fisher Scientific Cat#AAJ63571ME

KN-93 Fisher Scientific Cat#42-271-11MG

Deposited data

Experimental Data and Analysis Code Open Science Framework https://doi.org/10.17605/OSF.IO/SDVG6

Modeling Code GitHub https://github.com/dlevenstein/

SunLevenstein2024

Experimental models: Organisms/strains

TS2-neo In-Genious Targeting Laboratory, Stony

Brook, NY; The Jackson Laboratory

Cat#019547

RRID:IMSR_JAX:019547

Software and algorithms

Prism (versions 8, 9, and 10) GraphPad https://www.graphpad.com

MATLAB Mathworks https://www.mathworks.com

pClamp 10 Molecular Devices https://www.moleculardevices.com

ICY Icy OpenSource https://icy.bioimageanalysis.org
RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources and reagents should be addressed to Lead Contact, RichardW. Tsien (richard.tsien@

nyulangone.org).

Materials availability
This study did not generate new unique reagents.

Data and code availability
d All data reported in this paper will be shared by the lead contact upon request.

d All experimental data and analysis code and has been deposited on OSF and is publicly available on date of publication. DOIs

are listed in the key resources table.

d All modeling code has been deposited on GitHub and is publicly available on date of publication. Links are listed in the key re-

sources table.

d Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.
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EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

Animal lines
TS2-neo mice were originally generated by In-Genious Targeting Laboratory, Stony Brook, NY. Following the original nomenclature

by Splawski et al., 2004. TS2-neo mice express the Gly-to-Arg mutation at position 406 in exon 8 of the CACNA1C gene. All cultures

weremade from dissociated cortices on P0 from TS2-neo heterozygotes crossed toWT, CB57BL/6WT giving rise to litters with both

WT and TS2-neo genotypes. All animals used were genotyped at P0.

METHOD DETAILS

Primary cortical culturing
Cultures were prepared from cortices dissected from P0-P1 mice taken from CB57BL/6 WT and heterozygous TS2-neo crosses.

TS2-neo mice are available and as described in56,106 and detailed in Animal Lines section. Litters were sex-mixed to minimize po-

tential sex variability and genotyped for the G406R mutation day of dissection and separated between WT and TS2-neo cortices.

Cortices were cultured using the methods described previously15 with slight modifications. Briefly, WT and TS2 cortices were sepa-

rately washed twice in ice-coldmodified HBSS (4.2mMNaHCO3 and 1mMHEPES, pH 7.35, 300mOsm) containing 20% fetal bovine

serum (FBS). Samples werewashed and digested for 8min in a papain solution (2.5mLHBSS +145U papain) at 37�C. 8 mL of DNase I
(0.2 M), 0.5mM CaCl2 and 1mM MgCl2 was added after for an additional 3 min. Digestion was ceased by adding 5 mL of modified

HBSS containing 20% FBS. After addition washing, tissue was triturated using fire polished pasteur pipettes of decreasing diameter

with 1mL of dissociation solution (HBSS +8 mL of DNase I (0.2M)). The cell suspension was pelleted twice by centrifugation (10min at

1000RPM) and 4�C, first with 500 mL of 4%BSA at the bottom of the tube, with an additional 1mL dissociation solution trituration with

a 1000mL pipette trituration in between. The pellet was then filtered with a 70mm cell strainer, and plated on 12 mm diameter cover-

slips coated with poly-L-lysine. Cells were counted such that culture density was approximately 90,000 cells per coverslip. Cultures

were maintained in NbActiv4 (BrainBits) at 37�C and 5% CO2. Half of the media was changed at 7 DIV and once a week thereafter.

Experiments were performed between 13 and 17 DIV. Media was not changed during treatment Chronic pharmacological treatments

were at the following concentrations: TTX (Alomone): 1mM; FK506 (in DMSO, Fisher): 5 mM; KN-93 (Fisher): 4mM.

Electrophysiological recordings and analysis
All chemicals for solutions were purchased from Sigma-Aldrich unless otherwise noted. Whole-cell voltage-clamp recording of mini-

ature excitatory postsynaptic currents (EPSCs) were conducted from 13 to 17 days in vitro (DIV). Recordings were performed at 33�C
in 4K Tyrode’s solution: NaCl 150mM,KCl 4mM,HEPES 10mM,Glucose 10mM,MgCl2 2mM,CaCl2 2mM, at 7.40 pH,with 1mMtetro-

dotoxin (TTX, Alomone Labs) and neurons clamped at �65mV. Internal voltage clamp solutions: 135 CsMeSO4 135 mM, KCl 5mM,

MgCl2 4mMwith ATP Buffer: HEPES 10mM, EGTA 0.3mM, Tris-Phosphocreatine 10mM,Mg-ATP 4mM, Na-GTP 0.3mM, pH to 7.35

with KOH. Recordings were not corrected for liquid junction potential. Recorded neurons were rejected if they did not meet the

following criteria: Vrest < �50mV, Raccess < 20 MU with <33% change throughout the recording, and >900ms membrane decay con-

stant. Acute profusion of 10mM philanthotoxin (Cayman Chemical Company) was conducted for up to 10 min after 5 min of baseline

recording. Analysis of electrophysiology recordingswere conductedwithmolecular devices ABF files imported intoMATLAB.Openly

available import functions can be found: abfload.m (Forrest Collman, 2009), detectPSPs.m (Phil Larimer, 2007). mEPSCs were de-

tected after lowpass filtering and with an event threshold minimum of 5pA. For each event, amplitude was measured by taking the

peak of an event, and instantaneous frequency by inverting the interevent interval (IEI) of the previous event. Decay t constants were

calculated by fitting each individual event from peak to baseline with a decaying exponential function. Plotted averages were taken

from themean of themean of each recorded cell. Empirical cumulative distributions were calculated for each condition, normalized to

the number of events for each cell. All scripts and data are available on a public repository, linked in the Key Resources Table.

Imaging
For immunofluorescence of pCaMKII, aCaMKII, and bCaMKII (Figure 5), cells were fixed in ice-cold 4% paraformaldehyde in phos-

phate buffer with 20 mM EGTA and 4% sucrose, permeabilized with 0.1% Triton X-100 and blocked with 10% normal donkey serum

or 10% bovine serum albumin; and incubated overnight at 4�C in primary antibodies. For surface staining of GluA1 (Figure 3), cov-

erslips were fixed and blocked in 10% normal donkey serum or 10% bovine serum albumin for 30 min in the absence of Triton X-100.

Surface staining with primary GluA1 antibodies was then performed for 1 h at room temperature. Cells were then permeabilized in

0.1% Triton X-100, and stained with anti-PSD-95 and anti-MAP2 overnight at 4�C. For secondary antibodies, cells were washed

with PBS (3 3 5 min), incubated at RT for 40 min with Alexa secondary antibodies (1:1000, Molecular Probes), washed again with

PBS (3 3 5 min) and mounted with ProLong Gold + DAPI (Invitrogen).

Fixed immunostained cells were imaged with a 633 oil objective on a Zeiss LSM 800 confocal microscope at 2048 x 2048 reso-

lution. Z-stacks were taken such the layer of dendrites was within the full Z-range (approximately 3–5 mm). At least two biological

replicates were taken for each experimental timepoint and genotype. Maximum intensity z-projections were created with the

open-source bioimaging program suite ICY with the Zeiss microscopy software package were then created for image analysis.

All intensity quantification was performed using ICY. ROIs were drawn using the following criteria: MAP2 staining was present
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with PSD-95 puncta that were juxtaposed with channel to bemeasured (ex. GluA1, pCaMKII, etc) blinded. Approximately 30–50ROIs

were taken from each maximum intensity projection. A region of interest lacking soma or neurites was selected in each maximum

intensity projection as background, and the mean intensity was then subtracted from all intensity measurements from that field

of view.

In immunohistochemical experiments (Figures 3, 5, S4, S6 and S7) each data point reflects the mean signal intensity of interest

(surface GluA1, pCaMKII, aCaMKII, bCaMKII) within PSD-95 puncta in a dendritic segment. Puncta in the PSD-95 channel were iden-

tified using ICY’s spot detector tool with the following settings: UDWTWaveletDetector, bright spot over dark background, scale 2,

sensitivity 100, �3 pixels, without filtering. The region without PSD-95 puncta within an ROI was designated as shaft. The mean in-

tensity wasmeasured, giving twomean intensity measurements for each ROI: synaptic (within PSD-95 puncta) and shaft (not in PSD-

95) puncta. ROI measurements from each replicate were combined for each timepoint. Mean intensities were then imported into

MATLAB and Graphpad Prism to conduct statistical analyses and data visualization.

QUANTIFICATION AND STATISTICAL ANALYSIS

Statistical tests for group effects
Statistical analyses and tests were performed usingGraphpad Prism (versions 8, 9, and 10) andMATLAB.Ordinary one-way ANOVAs

were used to compareWT experiment, Figure 1 with two-sided comparisons and corrections. Ordinary two-way ANOVAs were used

to compare groupmeanswith regard to genotype (WT, TiS) and hours of chronic drug treatment (TTX, FK506, KN93) and interactions.

Two-sided comparisons were always conducted with multiple comparison corrections (Tukey correction for comparisons between

TTX timepoints within genotype, and Sidak correction for TTX timepoints across genotypes) unless otherwise noted. For PhTx ex-

periments, mEPSCs were aggregated in minute bins, and aligned to time of drug application. Times before drug application were

labeled as baseline. For +/� PhTx comparisons, the 3 min preceding drug application were binned as ‘‘baseline’’, the last 3 min

were binned as ‘‘+PhTx’’. F values and degrees of freedom are reported in main text, figures, and supplemental tables. Statistical

significances are indicated with *p < 0.05, **p < 0.01, etc. and are detailed in each figure legend and in the supplementary tables.

Data is represented as mean ± SEM. Number of samples, test results, and corresponding p values can be found in figures and

main text, with full reports in supplemental figures and Tables S2–S8.

Linear regression
Linear regression fits by least-squares were conducted using MATLAB’s mldivide function or ‘\’ operator to identify the regression

coefficient. Datasets were structured such that a given condition and timepoint, that one mean measurement (i.e., mean Deacy Tau

or mean synaptic GluA1 in Figure 3) as the independent variable and the other (i.e., mean mEPSC amplitude) as the dependent var-

iable. R2 values were calculated by: R2 = 1 �
Pn

i = 1
ðyi �by iÞ2Pn

i = 1
ðyi � yiÞ2

Model supplement
Model definition

We modeled the average concentration of postsynaptic calcium, Ca, represented on a log scale as log Ca, treating it as the combi-

nation of a baseline level of calcium Ca0, and quantal rate-mediated increments in calcium through synaptic GluA1-independent and

GluA1-dependent sources,

log Ca = log ½Ca0 + CaPSP0R + CaGluA1RA� (Equation 1)

whereR is the total rate of quantal delivery in Hz (including both spontaneous PSCs (minis), and evoked EPSCs),CaPSP0 is the calcium

from PSCs at 1 Hz, A is the proportion of GluA1 that has been phosphorylated and trafficked to the synapse, and CaGluA1 is the

maximal calcium provided by GluA1 fromPSCs at 1 Hz (i.e., when A = 1).CaPSP0 andCaGluA1 were chosen to give a plausible dynamic

range of calcium levels at physiological quantal rates. This simple summation of contributions from various calcium sources is a first

approximation, ignoring possible non-linear dependence of restorative processes onCa. This expression is also repeated as the first

equation in main text.

GluA1 activation by a combination of membrane insertion and C-terminal phosphorylation20 was modeled as a kinetic equation

_A = kf ð1 � AÞ � kdA (Equation 2)

in which kf is the rate of phosphorylation set by protein kinase activity and kd is the rate of dephosphorylation due to protein phos-

phatase activity (Equation S1).

kf = kf0 + kCaMKm
kd = kd0 + kCaNn
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where kf and kd were elevated by the calcium-dependent activation of CaMKII and CaN, respectively, over and above a calcium-in-

dependent baseline level, where kf0 and kd0
designate the baseline (Ca2+/CaM-independent) levels of CaMKII and CaN activity,

respectively.

Further, m and n are dynamic variables representing the activation level of CaMKII and CaN, and kCaMK and kCaN are the corre-

sponding maximal dynamic ranges.

The dynamics of the m and n gates were each modeled by a first order differential equation,

tx
dx

dt
= � x + xNðlog CaÞ
xNðlog CaÞ =
�
1+eSx ðlog Ca� log CaxÞ�� 1

x˛ fm;n;bg
with time constant tau, and sigmoid activation functions that define steady state for each gate as a function of log Ca.

The CaMKII activation function was further modulated by a variable, b, that represents the proportion of the b isoform, such that

with 100% bCamKII, them activation was more sensitive to calcium by a shift in log Ca-dependence, based on results from Brocke

et al., 1999 and Thiagarajan et al., 2002.

log Cam = log Caa � bCaDb

The parameters for aCamKII and CaN activation functions were chosen to match experimental results of Brocke et al., 1999 and

Stemmer and Klee, 1994 respectively. The ratio of kf0 and kCaN determined the steady-state value of Calcium, Ia (R) (Figure 7B), and

was chosen so that the steady-state curve was relatively flat at around �7, i.e., such that for a wide range of quantal rate, physio-

logical calcium was maintained by the balance of CaN and kinase activity. kf0 , kCaMK , and kCaN were further constrained by the ability

to reproduce two additional features observed in the experimental data (Figure S10): an exponentially decaying AðtÞ following reduc-

tion in (mimicking FK506 application, see also Figure 7), and the presence of an overshoot peak in AðtÞ following the reduction of

presynaptic rate (mimicking TTX application). All parameter values used can be found in Table S1.

The effects of Timothy syndrome were modeled by increasing CaPSP0 by a factor of 1.2 and increasing log Cam by 0.1.

Steady state response

The steady state response of themodel to presynaptic rate (Figures 7C, S9A and S9B) was solved by rearranging Equation 1 to sepa-

rate R from terms containing pCa, and fixing the value of A under various conditions.

10� log Ca � Ca0

CaPSP0+CaGluA1A
= R

Namely, we compared the case with A = 1 (CPARs maximally active and conductive), A = 0 (no CPARs), and A set to a steady state

value determined by the calcium dependent phosphokinetic gates A = kf
kf+kd

=
kf0+kCaMKm

kf0+kCaMKm+kd0+kCaNn

with each model component successively added as outlined below.

1. CaN-only: n = nNðlog CaÞ m = 0
2. CaN + aCaMKII: n = nNðlog CaÞ m = mNðlog CaÞ
3. CaN + a/bCaMKII n = nNðlog CaÞ m = mNðlog Ca +CaDbbNðlog CaÞÞ

Presynaptic oscillation
The presynaptic oscillation was modeled using a decaying oscillation,

RðtÞ =

8><
>:

Req � R0e
� t
t cos

�
2pðt+4Þ
T0+Tts

�
; xR 0

Rspont; x< 0

With parameters fit to the experimentally observed time course (Req = 26:0; R0 = 15:95; t = 40:11hr; T0 = 15:08hr; Ts = 0:35

4 = � 0:59) using the fit function in MATLAB.

Model limitations
(1) We model a single postsynaptic spine as representative of all such spines, ignoring possible heterogeneity among them arising

from competition of enzymatic or vesicular resources, as well as spatial variations in intracellular calcium. (2) We treat the presynaptic

input as a continuous variable R, representing the rate of quantal delivery regardless of whether it is evoked release or spontaneous
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release, effectively disregarding spike timing when spikes occur (relevant to graded reductions inR). (3) We focus on CaN as themain

GluA1 phosphatase and CaMKII as the chief kinase, ignoring possible contributions from other related protein phosphatases and

kinases. (4) We linearize calcium regulation, thereby ignoring saturation phenomenon such as calcium buffering or calcium activation

of Ca2+ pumps, and (5) we treat CaMKII as a hybrid of the known properties of its a and b isoforms, acknowledging their different

sensitivities to Ca2+/CaM while ignoring possible heterogeneity across individual holoenzymes.

Further, because the experimental protocol was limited to repeated samples of a small number of timepoints (rather than densely

sampling at different timepoints), fitting the exact dynamics is highly sensitive to overfitting, as well as the conversion factor frommini

amplitude to the exact value of A. Thus, we were unable to directly fit the timecourse of themodel to the experimental data. However,

we performed a hyperparameter sweep to demonstrate that the qualitative results of the model are relatively robust and emerge for a

range of hyperparameter values (Figure S10).
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