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Kathryn Wasserman Davis
(1907-2013)

Kathryn Wasserman Davis was 106 when she died—remarkable in her number of years and how
she lived every day to the fullest. Her dictum: “T want results in my lifetime.” She certainly made
things happen. She was best known for passion and philanthropic support of cross-cultural edu-
cation and international relations, but our institution benefited greatly from Mrs. Davis’s deep
appreciation for scientific discovery. At CSHL, we remember her fondly for her infinite curiosity
and youthful exuberance.

Mors. Davis once admitted to a journalist that she “always hated science and avoided it like the
plague.” She explained that this was because “I didn’t understand it and no one ever gave me the
opportunity to learn.” But when given the opportunity to learn from CSHLs experts, she grew
to be a champion of biomedical research. Jim Watson and I were fortunate to get to know Mis.
Davis when she was in her 90s, a time when she was exploring new interests including painting,
kayaking, and saving the Hudson River Valley. Her remarkable oil paintings hung proudly in her
homes and often dominated our conversations over lunch or tea. Kathryn always maintained her
leadership role as the widow of one of the United States’ great Ambassadors, Shelby Cullom Davis,
banker, philanthropist, and US Ambassador to Switzerland from 1969 to 1975.

An undergraduate at Wellesley College, Kathryn later graduated from Columbia University
with a Master’s and from the University of Geneva with a Ph.D., both in international relations.
An avid traveler, she continued her passion for travel even through her later years, visiting many
countries and meeting world leaders. In her own right, she was a very special ambassador for the
United States.

With encouragement from her daughter Diana, son Shelby, and grandson Christopher, she
proved an eager student of some of the most complex and cutting-edge technologies being de-
veloped at CSHL. Mrs. Davis became a prized student of RNA interference (RNAI) pioneer and
CSHL Professor Greg Hannon, who partnered with Mrs. Davis on a research mission to create a
set of tools to silence every gene in humans and mice, search for new therapeutic targets for cancer
in the human genome, and implement a genetically based attack on human cancer cells.

Celebrating her 100th, she proudly announced in a birthday letter to friends the founding of
the Kathryn W. Davis RNAI Research Program here. Headed by Greg Hannon, this program
pursues the understanding and use of RNAi technology. This technology enables researchers to
silence genes in cells grown in culture and in animals, allowing for the study of gene functions
and of roles in cancer and other diseases. The generosity of Kathryn and her family through the
Shelby Cullom Davis Foundation, which was named for her late husband, has enabled scientists
throughout the world to use RNAI technology for many diverse experiments.

With two sisters who had suffered from breast cancer, Mrs. Davis was keenly interested in
CSHLs multipronged efforts in cancer research. She also spearheaded collaborative efforts be-
tween CSHL and the Jackson Laboratory toward finding a cure for glaucoma, a condition that
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affected her during her last years. In these research areas and in most everything she pursued, Mrs.
Davis said she always wanted to be “ahead of the curve.” She took a very personal approach to
philanthropy and it was important to her not only to understand the science that we were doing
but also to get to know the scientists themselves.

Her friendship with Dr. Hannon, who was honored to serve as the first Davis Chair in Human
Genetics at CSHL, was special. He called Mrs. Davis the “energizer bunny.” Her friends from
CSHL were in full force to present her the 2009 Double Helix Medal for Humanitarianism. She
took the stage at the gala that night in New York City to accept the medal and easily stole the
hearts of all 400 guests!

I am quite sure that someone like Kathryn Davis comes along but once every 100 years or
so. To her family, we express our sympathy. In the words of Jim Watson, who in a March 2005
letter to Diana, wrote, “your mother is an inspiration to us all. Between her ‘Navratilova-genes’
and ‘Monet-genes’ she is truly an example of genetics at its best... . With your help, we can truly
change the paradigm of human genetics research and set in motion the paths to stop genetic disease
from holding back the lives of so many of the world’s peoples.”

Bruce Stillman
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Arthur M. Spiro
(1925-2013)

As I was writing the president’s essay for this Annual Report on the topic of public science edu-
cation, I remembered Arthur and the deep commitment that he and Joan extended to the Lab’s
DNA Learning Center (DNALC) programs. I think he would concur with my proposition that
what we have created with the DNALC can and should be a model for education across this
nation. Thank you, Arthur, for your support.

Arthur served on the CSHL Board of Trustees from 1999 until 2006, where he was active on
many committees, including the executive, audit, and Woodbury Genome Research Center com-
mittees. But he was most passionate about the DNALC Committee that he chaired from 2001 to
2006. As the trustee liaison to the DNALC and its Corporate Advisory Board, Arthur contributed
his business savvy and entrepreneurial thinking to the growth of our educational programs and
facilities.

Arthur and Joan introduced CSHL to Clemson University, where in 1945 Arthur earned a
B.S. in Chemical and Textile Engineering. Half a century later, he would return to Clemson as
an adjunct professor in the College of Business and Behavioral Sciences, Trustee of the University
Foundation, member of the President’s Advisory Council, and, with Joan at his side, founder of
the Arthur M. Spiro Institute for Entreprencurial Leadership. The mission of the Spiro Institute
symbolized Arthur’s own meteoric rise in the global textile industry from technician to designer,
manufacturer, merchant, and executive manager.

It was his vision that leveraged a scientific collaboration between the CSHL plant biology group
and the Clemson Genomics Institute to establish the DNALC at Clemson University in 2006. He
and Joan saw this partnership between institutions as a way to enhance public science education
in South Carolina schools and beyond. Partnering DNALC teaching methodologies and tech-
nologies with university outreach programs has proven very successful. Just this year, we launched
another such partnership with the University of Notre Dame.

As a tribute, the 100+ seat auditorium at the Dolan DNA Learning Center facility in Cold
Spring Harbor Village is named the Joan and Arthur M. Spiro Auditorium. It was dedicated on
September 9, 2003, with the wish that their donation to the DNALC “help provide a better quality
of life for our families and future generations.” Today, more than 450,000 middle and high school
students in the tri-state area have experienced hands-on genetics learning experiences as a result.

Arthur and Joan were world travelers, but he was raised in close-by Belle Harbor, Rockaways,
and they were very dedicated to Long Island. Arthur was an honorary trustee of North Shore-
Long Island Jewish (NSLIJ) Health System and founding Chairman of the Feinstein Institute for
Medical Research. We have him to thank for the formation of the partnership between NSLIJ and
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our DNALC that is called DNALC West, a DNALC teaching facility located within the NSLIJ
facilities at Lake Success. Both the Clemson DNALC and DNALC West set the stage for our later
partnership with the NYC Department of Education and the Harlem DNA Lab located at the
John S. Roberts Educational Complex.

2013 was the 25th anniversary year of the DNA Learning Center at CSHL. We have accom-
plished much on the shoulders of great men like Arthur M. Spiro. Our deepest sympathy and
respect go to Joan and her daughters and grandchildren.

Bruce Stillman
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Colton Packer Wagner (1919-2013)

Former Cold Spring Harbor Laboratory Trustee Colton P. Wagner died this year at the age of
95. He was born in Seattle and graduated from St. Paul’s School with an honorary scholarship
to Harvard College, from which he received a B.S. in 1941, magna cum laude, Phi Beta Kappa.
A distinguished lawyer with an L.L.B. from Harvard Law School, “Colty” helped found the
community-based law firm of Humes & Wagner LLP in 1962. He served on the Board of Trustees
from 1971 to 1977, a pivotal period in the contemporary history of this institution.

At that time, the Laboratory was the only major scientific organization whose Board of Trustees
was composed almost equally of leaders in the local community and notable scientists. During
the early 1970s, the staff of CSHL was approximately 100-strong, operating on a budget of just
about $3 million. It was a difficult time financially, and the dedication and support of trustees
were crucial.

In the year that Colty retired from the board, Jim Watson declared that “our long period of
emergency is over.” In the 1977 Annual Report, he wrote:

For the past fifteen years we have had to work very hard—first to survive when the Carnegie
Institute of Washington began the close-down of its Department of Genetics, and then to
grow again into a serious body for the advancement of fundamental biology. In the begin-
ning the outcome was in doubt, and only through the efforts of many loyal friends did
the Participating Institutions come into existence and join forces with our friends in this
community to see that we kept going as an independent body. .. . Now we are completely

different.

So much happened during Colty’s term of service. In 1971, the Laboratory received its first
Cancer Center grant from the National Cancer Institute. To this day, CSHL is one of the nation’s
leading NCI-designated Cancer Centers.

At the same time, the seeds of our neuroscience research program were being sown. In 1971,
summer courses in neurobiology began with a view to complementing them with a year-round
program of research. By 1977, the focus had turned to initiating such a program to investigate the
way nerve cells grow and form synapses.

During Colty’s tenure, much was also accomplished in the physical growth and moderniza-
tion of the campus. But preservation of the historic and environmental beauty of the Cold Spring
Harbor shoreline has always been paramount. In 1973, CSHL seized the opportunity to acquire
the Whaler’s Cove Marina so as not to “lose the tranquility so very essential to our existence and
become part of the commercial-urban spread that now dominates so much of the north shore
of Long Island.” We are sure that Colty, an avid fisherman who was active in local conservation
organizations including the Long Island Chapter of the Nature Conservancy, appreciated the
tranquility of the Harbor that this purchase continues to guarantee.

We will be forever grateful to trustees like Colty who helped to navigate this institution through
rough and sometimes perilous waters. As a seaman who served for 5 years in the U.S. Navy as
the Executive Officer on a Second World War destroyer escort, Colty was particularly qualified
for such a mission. He retired from the Navy in 1946 as a Lieutenant Commander. We salute his
service to CSHL, community, and country. Our condolences go to his children, grandchildren,
and great grandchildren.

Bruce Stillman



PRESIDENT’S REPORT

Cold Spring Harbor Laboratory enjoyed a highly successful year in 2013, despite uncertainty
about how a political logjam in Washington, D.C., would impact the ability of our scientists to
obtain federal grants. In the 20 years since I was appointed Director of the Laboratory, our faculty
has grown from 39 to 52 and our federal grant income has increased more than 2.5-fold. Even so,
it is clear that federal funding is not keeping pace with the cost of doing science. Federal grants
now cover only about 40% of our $119 million research budget, down from approximately 60%
support of the $30 million research budget in 1994. In the past decade, federal R&D funding
has decreased by about 22% when corrected for inflation, and the fraction of grant applications
funded by the National Institutes of Health (NIH) and the National Science Foundation (NSF)
has declined alarmingly, to about one in seven of all applications. In forging a political compro-
mise in early 2014 to fund government operations through 2015, Congress failed to engage in a
full-scale budget debate about the role of American science in promoting economic development.
Although the success rate of CSHL scientists in obtaining NIH grants is more than twice the
national average, the funding situation is increasingly tight. Cultivating new sources of private
philanthropy is therefore a high priority.

Uncertainty about funding notwithstanding, laboratories of the principal investigators at
CSHL made impressive progress in 2013. Elsewhere in these pages are capsule summaries that
demonstrate the breadth of our scientific achievements during the year—in cancer research, re-
search on the brain, and in the genetics of plant development. Basic science discoveries continue to
drive advances that are increasingly having an impact on medicine and food production.

As our friends and supporters know, CSHL takes pride not only in research achievements, but
also in our extraordinary educational programs. These serve a unique range of target audiences,
from professional scientists attending one of the world-famous CSHL Meetings or Courses, to a
doctoral candidate matriculating in our Watson School of Biological Sciences, to 5th graders at
the DNA Learning Center (DNALC) getting their first hands-on exposure to the tools that scien-
tists use to study DNA. In this Report, I focus on our programs that reach young people.

The DNALC was founded 26 years ago to help children and their parents and teachers “thrive
in the genome age.” The vision that guided the founders was notably democratic and pragmatic:
“We envision a day when all elementary students are exposed to principles of genetics and disease
risk, when high school students have the opportunity to do hands-on experiments with DNA,
and when all families have access to genetic information that they need to make informed health
care choices.”

The central achievement of the DNALC program, as developed by David Micklos, Executive
Director of the Center since its inception, has been to educate all students, not just those who pro-
fess and display at an early age an interest in science. My main purpose here is to propose that, in
the coming years, the DNALC’s hands-on learning model be emulated and reproduced across the
sciences and throughout the nation, to the greatest extent possible. We have a winning formula,
and it can do much good if scaled up.

What has worked on Long Island and to date has impacted half a million students can work
in every major American city and in outreach programs organized for children at every major
American university. The Learning Center concept is one that has legs. The more extensively it
reaches across the United States, the better prepared Americans will be to make informed health
care choices and compete internationally in science and technology fields.

Scientific investigation is a defining feature of our civilization and a prime basis of our hopes for
a better future. There is strong evidence that the American people are well aware of this. Year after
year, more than 80% of American adults tell pollsters from the University of Chicago’s National
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Opinion Research Center that “scientific research that advances the frontiers of knowledge should
be supported by the federal government, even if it brings no immediate benefits.” But the same
set of annual surveys, published in Science and Engineering Indicators and available online,! reveal
that Americans score poorly when asked nine questions about basic scientific facts. Many Ameri-
cans don’t understand what radioactivity is, many don’t understand that antibiotics do not target
viruses that cause illness, and more than 50% agree when asked if the following statement is true:
“Ordinary tomatoes don’t contain genes, while genetically modified tomatoes do.”

Adult scientific literacy in the United States is far below a level befitting a nation leading the
world in scientific research and technological development. If we expect to continue leading the
world in these areas, we must be serious about investing in science education for the rising genera-
tion. The need is all the more acute when one considers the rapid emergence of new centers of
scientific and technological activity, notably in China and other East Asian nations that are devot-
ing an increasing share of their GDP to science and science education while we are reducing our
share of GDP that supports research. It is worth mentioning that the government of Singapore,
when planning the city-state’s economic future, chose medical and biotechnology as new areas of
focus and accordingly came to CSHL for permission to license our model of high school scientific
education. They now teach as many students each year as we do on Long Island, but since the
population of Singapore is 2 million less than Long Island, one can safely assume that every child
in Singapore is taught science using DNALC methods.

It is possible that in relative terms, tiny Singapore may benefit more from our education model
than we will—unless, that is, American academic and political leaders, as well as leaders in indus-
try, support better hands-on science education throughout the nation. It is ironic that although
our public schools, with federal and state encouragement, have made commitments to stressing
education in the so-called STEM fields (science, technology, engineering, and math), Congress
has not seen fit to increase funding for scientific research or for science education. The advance-
ment of science may be one of our highest national priorities, but support of educational programs
remains stuck in neutral as debates over spending priorities are put off year after year.?

My enthusiasm for the “hands-on” concept central in all DNALC programs—which can be
adapted to work in every major scientific field—is grounded in years of watching it succeed in
real-world educational situations right here on Long Island and in our satellite facilities, notably in
our Harlem DNA Learning Center in Manhattan. There, we have been able to serve students and
teachers across the largest and most complex school district in the United States.

The ability of the DNALC to reach public and private school students in all five boroughs
of the City from a single Harlem school demonstrates its scalability. The programs are scalable
by design: Dave Micklos and members of his very talented team have devised various labs and
modules that are fully compatible with the New York school system’s State-mandated curriculum.
These modules take students on journeys of discovery that make elements of the curriculum lit-
erally come alive before their eyes. For instance, the DNALC’s pioneering lab on mitochondrial
DNA has enabled tens of thousands of New York students to learn by doing—by sampling some
of their own mitochondrial DNA and later learning how to interpret the DNA sequences that
these generate. The children learn something about themselves—about their own genetic heritage
and the extent to which it is shared, and not shared, with their fellow students, other members of
their species, and indeed with distant species. Ostensibly abstract knowledge in this way becomes
personally relevant.

thep://www.nsf.gov/statistics/seind14/; see especially “Science and Technology: Public Attitudes and Understanding,”
Chapter 7.

2“Wild Wild Cards Remain After Proposed Reshuffle of STEM Education,” Science, 19 April 2013, 258-259; “NIH
Swears Off Science Education,” Science Insider, 27 September 2013; “Congress and NIH Don’t See Eye to Eye on Sci-
ence Education,” 76id., 28 January 2014.



President’s Report

Another of the DNALC’s great successes is in using the hands-on approach to inculcate the
single most important take-away skill from any K-12 science class: the ability to understand sci-
entific reasoning. In the same respected national survey I have already cited, 58% of American
adults in 2010 failed to demonstrate a basic understanding of scientific inquiry (regarding the use
of evidence to test theories and the concept of “controls”). The figure balloons to 77% among
those with a high school education or less.

Two years ago, the DNALC introduced an educational program that has worked marvelously
to demonstrate that high school students are perfectly capable, and often brilliant, at understand-
ing how to use science to ask a question and how to design an experiment using the scientific
method to try to answer it. The new program, called the Urban Barcode Project, or UBP, involves
teams of competing students, many from ethnic groups underrepresented in science. Importantly,
these students were not cherry-picked from “gifted” classes; quite the opposite, for many, this
experience is their first exposure to science. In 2013, 53 teams used DNA barcoding technology
to identify living things in the local environment. They discovered 35 DNA sequences that did
not match existing data in GenBank, an international database of DNA information. These new
sequences were then published to the database with the students as authors. Teams presented their
results at the American Museum of Natural History, with the grand prize awarded to students
who investigated ant diversity in the Bronx. In 2012, 65 novel DNA sequences were discovered,
and winners of the competition proved that many herbal Ginkgo products contained little or no
Ginkgo biloba DNA—a lesson learned about science as well as marketing practices.

Each of the DNALC programs is scalable. A grant from the Howard Hughes Medical Institute
(HHMI) enabled Micklos and his team to train 835 New York City teachers in lab techniques
over a 5-year period. With minimal backup, readily provided by teaching mentors at the DNALC,
these teachers have gone back to their schools and taught DNALC lab modules, captivated thou-
sands of children with a hands-on approach, and have been able to build upon lab modules with
some of the DNALC’s prize-winning websites that extend the lessons from the lab setting and
deepen student involvement during much longer periods of time. There are 22 such websites now
freely available for use by teachers anywhere who want to use them. The DNALC also has devised
“DNA Footlocker” kits that can be rented by mail and provide all the needed materials to do any
of their current offering of six different lab modules. This is another aspect of the approach that is
infinitely scalable, given proper organization and funding.

A small contingent of teaching experts from the DNALC thus has succeeded in markedly
enhancing science education in a school district of more than 1 million students. The multiplier
effect of each DNALC-trained teacher is hard to measure, but we do know that more than 40%
of the 835 teachers trained under the HHMI grant and 133 additional teachers trained to lead
UBP projects have subsequently booked field trips to one of our DNALC facilities; others have
explicitly indicated that they felt self-sufficient as a result of their DNALC training and could now
introduce students to concepts at their own schools, with the help of rented Footlockers. Students
who take our labs appear to do better as well: Approximately a full letter-grade improvement was
noted in our most recent attempt to document impact of the labs on students’ grades.’

I want to make a final point about why this model is ready to be replicated across America.
The DNALC has solved a problem that over decades has befuddled other innovative developers
of science education curricula. Typically, the creation of programs such as the UBP or the mito-
chondrial DNA lab is supported by an initial government or foundation grant. When the grant
expires, the program is left to succeed or fail on its own. Usually, funds dry up and programs are
discontinued. The DNALC has had the insight to charge school districts that can afford to pay a
nominal amount, typically a few thousand dollars a year, for the services it provides. Rather than

32011 Annual Report, Cold Spring Harbor Laboratory, “DNA Learning Center Executive Director’s Report,” p. 448.
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President’s Report

hiring a teacher with a Ph.D. in biological science, a high school or middle school knows it can rely
on our program to reach large numbers of students, at a tiny fraction of the cost of new faculty.

We annually host more than 20,000 students from Long Island schools for laboratory-based
field-trips to our Cold Spring Harbor DNALC facility and its satellites, each of which has dedi-
cated lab space manned by our instructors. Ten thousand more are reached in other programs,
including DNA summer camps, a major plus—especially for students in resource-poor urban
school districts. Separately, we provide training classes for teachers. No school that is unable to
pay is prevented from benefiting from our programs. But many can pay a nominal fee, and the
revenues generated make the entire DNALC enterprise economically sustainable, year after year.

Other cities, if they are motivated to do so, can use a similar model to kindle and sustain
DNALC:-like programs in biology, indeed, all of the physical sciences, as well as engineering. In
2013, we opened a new DNALC at the University of Notre Dame in Indiana, and we have started
DNALC:S in other areas of the United States, Australia, and Europe. We will open a new, larger
DNALC in Manhattan and a new center in Suzhou, China in 2015. It is my dream that one day
there will be as many science, technology, and engineering Learning Centers across this nation as
there are McDonald’s restaurants. It is a lot to hope for, but such a program will immediately make
an impact, particularly if we have partners to help. The need is real and, in my view, urgent. By
the time they graduate high school, we can prepare our young people to know—every student, not
just the highly motivated—how scientists think, how they approach and answer problems, and a
bit about how the natural world works. The long-term benefit is to allow more of our citizens to
form opinions about subjects grounded in science, including those affecting their own health and
well-being.

Bruce Stillman, Ph.D., F.R.S.
President and Chief Executive Officer
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Research

How Jumping Genes May Contribute to Age-Related Brain Degeneration

Cognitive decline is often obvious to people as they age. However, corresponding changes in
the brain, at a molecular level, are not well understood. This year, Associate Professor Joshua
Dubnau and his colleagues used the fruit fly brain as a model to offer insight into a pos-
sible molecular basis of neurodegeneration. They identified a class of DNA elements,
known as transposons or “jumping genes,” that become more abundant and active as the
brain ages and cognitive function declines. Transposons are short repetitive sequences of
DNA that insert themselves into an organism’s genome. When active, transposons copy
themselves and jump into other locations within the genome. After the initial stages
of life, transposons are typically inactive, but Dubnau and his team discovered that as
flies age, transposons become more active and move. A protein called Ago2 is important
for regulating transposon levels. When Ago2 is mutated in young flies, transposon lev-
els prematurely increase. At the same time, long-term memory declines, mirroring the
memory defects seen in much older flies. Dubnau’s work suggests that this “transposon
storm” may be responsible for age-related neurodegeneration—a hypothesis his lab is
actively working to test.

Healthy Cells Support Tumors with Signals That Spur Growth

When researchers and clinicians think of targeted cancer drugs, they are generally look-
ing for therapies that will directly attack tumor cells and spare nearby healthy cells. But
new research from Assistant Professor Mikala Egeblad and Associate Professor Scott
Powers challenges that strategy. They found that tumors rely, at least in part, on mul-
tiple signals from healthy cells in the local environment to promote growth. Egeblad,
Powers, and their team systematically cataloged the repertoire of interactions between
breast cancer cells and a type of healthy cell that is commonly found in breast tis-
sue. They used genomic analysis to identify 42 different factors that are released by
normal cells, the majority of them encouraging cancer growth. They found that each
factor came with a different set of instructions for the tumor. Looking closely at three
of these factors, the team discovered that one promoted survival, another signaled for
greater proliferation, and a third increased inflammation and the growth of nearby
blood vessels supporting tumor development. The team blocked these signals, alone
and in combination, and found that targeting multiple factors did the most to inhibit
tumor growth. Their work has broad implications for future cancer drug development.
The most effective cancer therapies, the work suggests, would combine two kinds of
drugs: those that target tumors and those that block proliferation signals from nearby

healthy cells.

Natural Mutations Point the Way to Greater Corn Yield

As the global population soars beyond 7 billion, efforts to increase food production have taken on
new importance. This year, Professor David Jackson and his colleagues made discoveries that offer
insight into how to naturally boost the production of maize, a staple of the world diet. Known
commonly as corn kernels, the edible parts of a maize plant are the seeds. These seeds, like all or-
gans in a plant, are derived from a structure known as the meristem. Jackson began with a simple
hypothesis: Increasing the size of the meristem could create more area for kernels to develop and
thus lead to an increase in the plant’s yield. To test this hypothesis, Jackson and his team sought

J. Dubnau

S. Powers
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D. Jackson

A. Krainer

to identify genes that control the size of the meristem. They discovered a mutation in one
of these genes, known as FASCIATED EAR2 (FEA2), that results in a larger meristem.
Plants grown with the FEA2 mutation produce ears of corn that have a greater number of
rows and up to 13% more kernels than their normal counterparts. In other experiments,
Jackson and colleagues identified another mutant gene, known as COMPACT PLANT2
(CT2), that also regulates the size of the meristem. The team explored the molecular basis
of these mutations and discovered that the C72 gene encodes for a protein known as Go.
that unexpectedly interacts with FEA2, an unusual type of cell-surface receptor. Detailed
understanding of these natural mutations and their impact on plant growth points the
way to higher maize yields—good news if we are to meet the planet’s ever-growing food
needs.

Brain Uses Disinhibition to Obtain Extremely Precise Control

There are two major classes of neurons in the cerebral cortex: excitatory and inhibi-
tory. Assistant Professor Adam Kepecs and his team are working to understand how
signaling between these neurons shapes mental processes such as cognition and learning.
This year, Kepecs and his team identified the role of a special class of inhibitory neu-
rons, known as VIP neurons, in the cortex. In collaboration with CSHL Professor Josh
Huang, they used a technique known as optogenetics to specifically stimulate VIP neu-
rons in the mouse brain. They found that when these neurons are active, signaling from
certain neurons decreases, whereas the activity of other neurons increases. Upon closer
investigation, Kepecs and his colleagues discovered that VIP neurons were inhibiting
other inhibitory neurons in the brain, which allowed the excitatory neurons to become
more active. This process, known as disinhibition, is something like releasing the brakes
on a car without stepping on the gas pedal. Excitatory neurons are not directly activated,
which gives the brain highly precise control over cortical processing. Kepecs and his
team found that VIP neurons function in the auditory cortex and mediate reward and
punishment behaviors. In linking neuronal signaling with a behavior, Kepecs has gained
critical insight that will allow him to further explore the complex networks that control
cortical function.

First Animal Model of Adult-Onset Motor Neuron Disease, SMA

Spinal muscular atrophy (SMA) is a rare but devastating motor neuron disease. It is caused by a
defect in a type of genetic editing, known as splicing. The splicing error occurs in a gene, called
SMNI (survival of motor neuron 1), that is required for motor neurons to function and low-
ers the amount of SMN protein in the body. In its most severe form, the disease affects infants
and young children; it is the leading genetic cause of childhood mortality. Patients with more
SMN protein and, therefore, more mild manifestations of the disease, can live to adulthood,

but they develop debilitating handicaps such as losing the ability to walk. Professor
Adrian Krainer, an authority on splicing, has made major contributions to the study of
the most serious forms of SMA, and he has taken part in work leading to the discovery
and testing of a promising drug, currently in Phase-2 clinical trials. Yet, the adult-onset
form of SMA has been challenging to research because scientists have lacked a proper
animal model. This year, Krainer led a team to develop a mouse model for adult-onset
SMA, which faithfully reproduced many of the pathologies seen in patients. His team
was particularly interested in understanding how SMN1 protein levels affect neuronal
function in adults. They were excited to discover that only moderate levels of the protein
are needed, suggesting that clinicians will have a broad time window in which to treat
adult patients with SMA.
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Mathematical Technique to Declutter Cancer Cell Data

In recent years, next-generation sequencing has brought genome-wide data to clinical
research, paving the way for major new discoveries in the diagnosis and treatment of
disease. Despite this promise, there has been some significant challenges. Sequencing
generates extremely large data sets that cannot easily be interpreted. Advanced com-
puting technology is required to extract meaningful information from the data. This
year, Assistant Professor Alexander Krasnitz and Professor Michael Wigler developed
a mathematical method of simplifying and interpreting genome data based on varia-
tions in the sequence. These changes in genomic sequence are common in diseases
such as cancer, where certain segments of DNA may be amplified or deleted in a
tumor cell. These mutated regions are called “intervals” and may appear repeatedly
within a specific population of cells. When the intervals are superimposed against a
map of the full human genome, they form “stacks” at discrete locations. Because of
the vagaries of collecting genome data and a certain amount of small-scale variation
in the precise boundaries of the deleted or amplified DNA intervals, these stacks
are wobbly. This makes them very hard to accurately interpret. Krasnitz and Wigler
devised a mathematical method called CORE to clean up the stacks of overlapping
data, revealing a rich structure underlying all of the clutter. Such analysis is a po-
tentially valuable guide to prognosis and can also help to make important treatment

decisions. M. Wigler

Finding Where Fear Memories Form in the Brain

Fear elicits a similar response in animals and humans: a momentary feeling of paralysis as the
brain assesses present danger. This past year, Assistant Professor Bo Li examined how this univer-
sal emotion is learned, controlled, and remembered, and how the brain translates fear into action.
Li and his team trained mice to be afraid of an auditory cue. They used a technique called opto-
genetics to activate specific neurons with laser light, directed fiberoptically into the brain
with pinpoint accuracy. They could then record changes in the behavior of the mouse to
determine how stimulating a particular area of the brain results in action. Li’s team found
that fear conditioning alters the release of neurotransmitters in a part of the brain called
the central amygdala. The central amygdala is associated with emotion, pain processing,
and reward-based behavior. The team further examined this portion of the brain and dis-
covered that both formation and recall of fear memory requires the activation of a specific
class of neurons, known as somatostatin-positive neurons, within the central amygdala.
This work demonstrates that specific subsets of neurons in the central amygdala have an
active role in the brain’s fear response, converting fear into action. Li’s lab hopes to build
on these discoveries to understand the neural circuit changes involved in posttraumatic
stress disorder (PTSD).

Genetics Explains Variable Severity of Birth Defects

in EEC Syndrome

Cleft palate can be part of a larger condition known as ectodactyly, ectodermal dysplasia, cleft-
ing syndrome (EEC), that can be debilitating and sometimes fatal. The illness is caused by a
well-known DNA mutation in the p63 gene, but the birth defects that result range in severity.
In fact, not all children with the 63 mutation develop EEC. This year, Professor Alea Mills
and her team discovered a genetic modifier of the p63 mutation that explains how two people
with the same mutation can manifest the illness very differently. They engineered a mouse in
which the normal copy of p63 was replaced with the mutated version seen in EEC. These mice
developed with birth defects ranging in severity, similar to babies with EEC. A complex series
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of genetic experiments revealed that the presence or absence of one variant type of the
p63 protein, called TAp63, determines whether or not a child with the 63 mutation
will actually develop EEC pathology. Loss of TAp63 alone does not cause EEC. But
when mice lacking TAp63 also possess the EEC-causing p63 gene mutation, pathology
always occurs. This work suggests that in children who have inherited the EEC-causing
mutation from one of their parents, levels of the TAp63 protein determine whether and
to what extent these children will be born with birth defects. Mills speculates that when
levels of TAp63 drop beneath a certain threshold, it is no longer protective, opening the
way to pathology. The next step for researchers in this area is to compare the DNA of
A. Mills children only mildly affected by EEC with siblings or other children who have a severe
form of the disease.

Linking Brain Cell Activity with Smell Recognition and Behavior

An orange and a grapefruit have quite similar odors; at the same time, they are both sweet and
acidic. Despite the similarity, our brains can readily differentiate between the two. Associate
Professor Glenn Turner and colleagues have made significant advancements this year
using the fruit fly olfaction system to identify how the brain distinguishes one scent
from another. The fruit fly brain has a structure called the mushroom body that is re-
sponsible for learning and memory, including olfaction. Within the mushroom body
are neurons called Kenyon cells that have unique response properties. Signals from
these neurons are rare and often weak. To determine if and how Kenyon cells function
in odor memory, Turner and his team used an imaging technique that allowed them
to monitor and measure the response of more than 100 Kenyon cells at once. They
found that their sparse responses allow these neurons to integrate multiple signals that
provide a large amount of information about a particular odor. They discovered that
G. Turner as few as 25 neurons are required to distinguish among similar scents. This informa-
tion will help Turner’s team to better understand how the brain combines sensory data to make
decisions.

Growth Factors Contribute to Drug Resistance in Pancreatic Cancer

Pancreatic cancer is one of the most deadly and intractable forms of cancer, with a 5-year survival
rate of only 6%. New treatments are urgently needed. This past year, Professor David Tuveson
uncovered a new avenue for drug development. It is thought that many existing chemo-
therapies fail because they are unable to reach the interior of pancreatic tumors. Tuveson
and his colleagues tried to address this problem by targeting high amounts of a che-
motherapy drug directly into the tumor. Unfortunately, the response did not improve,
suggesting that other factors contribute to tumor survival. The team discovered proteins,
known as growth factors, that promote tumor growth in the pancreatic tumor mass.
Using an antibody against just one of these factors, called connective tissue growth factor
(CTGE), the team was able to block nurturing signals in the local tumor environment.
When mice with pancreatic cancer were treated with both the antibody and standard
chemotherapy, tumor cells died and mice lived longer. Tuveson’s work suggests that these
growth signals within the tumor overcome the power of conventional chemotherapies.

D. Tuveson

New drugs targeting these survival signals might be used in combination with existing chemo-
therapies to stop cancer growth.

Scientific Advisory Committee

We are honored to receive input from scientific world leaders who serve on CSHLs Scientific
Advisory Council (SAC). The SAC is a nine-member Council that also includes participation
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from CSHL Trustee James M. Stone, Ph.D., and CSHL Scientific Trustee Michael R. Botchan,
Ph.D. Chairing the SAC is Fred Alt, Ph.D., of Harvard University Medical School. Other mem-
bers include Drs. Cori Bargmann, Joanne Chory, Carol Greider, Leonid Kruglyak, Markus Meis-
ter, Kevan Shokat, and Max Wicha.

Technology Transfer

As CSHL's employee numbers and operating budgets have grown significantly in the first
decade of the millennium, so have opportunities for commercialization of our research
discoveries and technologies. This year, CSHL announced the recruitment of Teri Willey
to the new position of Vice President, Business Development and Technology Transfer.
Teri brings a wealth of experience from leading transfer and business development for
Mount Sinai Medical Center and the founding of several ventures including Cambridge
Enterprise Ltd. and ARCH Development Partners.

John Maroney, who for the past 20 years has helped many CSHL investigators
launch successful technology start-ups and negotiate licensing agreements, continues in
his role as the Laboratory’s general counsel. John played a critical part in the establish-
ment of the Broad Hollow Bioscience Park, a collaborative biotech incubator that CSHL
helps to lead on the campus of SUNY Farmingdale, the original home of the CSHL spin-off and
cancer drug manufacturer OSI Pharmaceuticals Inc. (now owned by Astellas Pharma Inc.).

CSHL is engaged in technology transfer as one way of delivering important discoveries to the
public. We are ramping up support to our scientists in partnering with companies, investors, and
others to achieve this mission. This support includes identifying science ideal for partnering, find-
ing the best partners, performing good negotiations, managing the corresponding transactions,
and developing the team to carry out this work. 2013 was a year to take stock and initiate program
changes in order to move forward with a new approach. 2014 will be a year for evolving the pro-
gram, building the team, and completing new deals with industry.

T. Willey

Cold Spring Harbor Laboratory Board of Trustees

The CSHL Board of Trustees elects members whose academic and professional accomplishments
reach beyond the boundaries of science, providing well-informed governance in an increasingly
complex fiscal and regulatory environment. The Board welcomed four new trustees: Cornelia I.
Bargmann, Ph.D., Jeffrey E. Kelter, Robert W. Lourie, Ph.D., and Thomas A. Saunders III.

The Board congratulated two retiring members, Scientific Trustee Dr. David Botstein and
Alan Seligson. Dr. Botstein was the 2013 recipient of the Breakthrough Prize in Life Sciences and
donated $100,000 of his prize to CSHL to support its advanced technology courses. Mr. Seligson,
who was named an Honorary Trustee, established the Andrew Seligson Clinical Fellowship in

. Bargmann J.E. Kelter R.W. Lourie T.A. Saunders Il

C.
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memory of his son who died of cancer, helping to set the stage for CSHLs Cancer Therapeutics
Initiative.

The entire community mourned the passing of trustees and friends Colton Packer Wagner,
Arthur M. Spiro, and Kathryn W. Davis.

Development

Together, the Board, the CSHL Association, the Corporate Advisory Board, and many individual
foundations and donors raised more than $6.9 million in unrestricted funds for research and
education programs. Thanks to all those who contributed, especially the Charitable Lead Annuity
Trust under the Will of Louis Feil and The Simons Foundation for new major gifts.

CSHL is grateful to the Lustgarten Foundation and Roy Zuckerberg for supporting the Cancer
Therapeutics Initiative (CTT) and its leaders, including Dr. David Tuveson, an M.D./Ph.D. expert
in pancreatic cancer. Infrastructure for the CTT is essential, and with help from David Koch, New
York State Empire State Development, and an anonymous donor, construction of the Preclinical
Experimental Therapeutics Facility began in November. The project is moving forward on the
strength of a $2 million award from Governor Andrew M. Cuomo’s Regional Council initiative.

The Governor praised the initiative. “This expansion project demonstrates how Long Island is
becoming a leading hub for scientific and medical study,” Cuomo said. “With the support of the
Regional Council Initiative, CSHL is moving forward with a facility that will enable critical re-
search seeking to advance the quality of healthcare around the globe. I am pleased that the project
is now under way and look forward to seeing its positive impact on the region for years to come.”

Long Island Regional Economic Development Council Cochairs Kevin Law, President, Long
Island Association, and Stuart Rabinowitz, President, Hofstra University, said, “This ground-
breaking is a major milestone not only for Cold Spring Harbor Laboratory and Long Island, but
also for the critical research CSHL conducts to find new and innovative ways to treat cancer and
improve the quality of life for people around the world.”

With dedicated state-of-the-art facilities and staff, CSHL will accelerate research aimed at
developing new therapeutics for cancer and neurological disorders. Other significant contributors
included the estate of Robert B. Gardner, Jr., Lisa Lourie and Dr. Robert Lourie, and the St. Giles
Foundation.

CSHL Association Board of Directors
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Groundbreaking of Preclinical Experimental Therapeutics facility

CSHL is extending the reach of its science education programs to urban centers all over the
world. A new flagship center in Manhattan will serve as the nucleus for DNA learning in New
York City. Middle and high school students will have access to hands-on DNA laboratory experi-
ences to gain a greater understanding of their own uniqueness, the implications of personalized
medicine, and their shared genetic heritage in America’s melting pot. The NYC center has been
made possible by a lead contribution by CSHL Trustee Laurie L. Landeau and significant gifts by
the Thompson Family Foundation and the Alfred P. Sloan Foundation.

Unveiled this year was a commemorative wall honoring the major donors, who, under the lead-
ership of Board Chairman Eduardo Mestre, contributed to the Hillside Campaign of 2003-2008.
This campaign made possible the 2009 opening of six new Hillside Laboratory buildings, rep-
resenting the largest expansion in the history of the Laboratory. With these research buildings,
CSHL increased its research capacity by 40%.

Supported by our trustees, fund-raising events including the eighth Double Helix Medals Dinner
(DHMD) in Manhattan opened CSHLs doors to many new friends in the New York metropolitan
area. The DHMD honors individuals who have raised public awareness of the significance of bio-
medical and genetics research. We saluted Robin Roberts for her courage and tenacity in using her
celebrity to share information about breast and blood cancers.

Commemorative wall, Hillside campus

11
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This year’s DHMD also highlighted the impact that
CSHL has had in leveraging biomedical technology for ap-
plications to benefit society. Since 1992, the Innocence Proj-
ect has used DNA technology to generate evidence leading
to the exoneration of 312 wrongfully convicted individuals.
This is a concept that cofounders (and 2013 DHMD medal
winners) Peter Neufeld and Barry Scheck advanced after
attending a conference on the subject organized at CSHL's
Banbury Center in 1989. The Banbury Center’s role as a

Double Helix Medal winners P. Neufeld, R. Roberts, and think tank brlnglng science and pUth pOlle experts to-
Barry Scheck with Bruce Stillman gether is unrivaled.

Research Faculty

Awards

Professor and Howard Hughes Medical Institute Investigator Gregory Hannon won a MERIT
(Method to Extend Research in Time) Award from the National Institute of General Medical
Sciences. This prestigious award recognizes highly productive scientists by extending funding
for an existing research project grant. A leader in the field of small RNA biology, Hannon
has sought to understand the biological roles of small RNAs and the underlying mechanisms
through which they operate.

Professor Partha Mitra, Crick-Clay Professor of Biomathematics, was honored with two
awards: the George S. Axelby Outstanding Paper Award of the Control Systems Society of
the Institute of Electrical and Electronics Engineers (IEEE) and an INSPIRE (Integrated
NSF Support Promoting Interdisciplinary Research and Education) grant from the National
Science Foundation (NSF). The INSPIRE grant was established in 2012 to address some of
the most complicated and pressing scientific problems that lie at the intersections of tradi-
tional disciplines. Mitra is weaving together theoretical threads from physics and engineering
to arrive at a coherent theoretical framework for understanding connectivity and dynamical
behavior of circuits in the mammalian brain. He is applying insights from his theoretical work
to the Mouse Brain Architecture Project, with the goal of generating brain-wide maps of inter-
regional neural connectivity.

Associate Professor Adam Kepecs received the Memory & Cognitive Disorders Award from
the McKnight Endowment Fund for Neuroscience, which provides support to encourage
breakthroughs in understanding complex systems involved in neuron signaling.

Assistant Professor Hongwu Zheng was the recipient of the Distinguished Scientist Award
from the Sontag Foundation. He is investigating how brain tumors known as malignant gli-
oma emerge from normal neuronal cells and transform into metastatic tumors.

Four CSHL postdoctoral neuroscientists won NARSAD Young Investigator Awards from the
Brain and Behavior Research Foundation. This support is intended to facilitate the transition
for young scientists to ultimately work in laboratories that they themselves direct. Three of
the CSHL awardees are studying autism spectrum disorder: Guy Horev, Yongsoo Kim, and
Keerthi Krishnan. Sandra Aherns is conducting research on schizophrenia.

Cited for her postdoctoral work in genetics and genomics, Research Investigator Emily Hodges
was named one of five finalists in the annual Regional Blavatnik Award for Young Scientists.

Postdoctoral Fellow Christine Iok In Chio was named a Damon Runyon Fellow in cancer
research. As part of the Lustgarten Foundation Pancreatic Cancer Research Laboratory at
CSHL, she is evaluating the biological role of oxidative stress in pancreatic cancer.
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New Faculty

Welcome to our new CSHL Fellow Lingbo Zhang, Ph.D., who earned his doctorate
in 2013 in a joint program of Massachusetts Institute of Technology and the National
University of Singapore. CSHL Fellows direct their own research programs under the
guidance of a senior faculty member. They have their own laboratory space and techni-
cian, as well as access to all of the Laboratory’s core facilities. Fellowship appointments
are for 3 years. Dr. Zhang is interested in understanding the self-renewal mechanism of
stem and progenitor cells in the blood-forming system, work he hopes will lead to better
treatments for a broad spectrum of unresponsive anemias associated with certain bone
marrow failure disorders, myelodysplastic syndrome, and kidney disease. His work can
also be applied to leukemic cells, a population of malignant cells whose self-renewal ma-
chinery has been hijacked.

Promotions

On January 1, 2013, Alex Gann began his appointment as Dean of the Watson School
of Biological Sciences. Congratulations to Adam Kepecs, Bo Li, and Zachary Lippman,
who were promoted to Associate Professor. Michael Ronemus was promoted to Research
Assistant Professor.

Departures

Professor Lincoln Stein is now Program Director, Informatics and Biocomputing at the
Ontario Institute for Cancer Research (OICR).

Education Programs

Banbury Center

In its 36th year, the Laboratory’s think tank for science and public policy known as the
Banbury Center was an exceptionally busy place. A total of 23 meetings were held, invit-
ing more than 700 participants from 40 states and 20 countries. Approximately one-fifth
of the attendees were from overseas and about one-third were women.

One of the year’s highlights was a meeting called Redesigning Photosynthesis: Identifying
Opportunities and Novel Ideas that brought plant biologists together to consider whether
the efficiency of solar energy capture by plants might be improved. A fine example of a
meeting on an “emerging topic”—something for which Banbury is known—convened
a distinguished group to discuss whether transposable genetic elements might be active
during normal neurogenesis, the process by which new neurons are generated. Until now,
“jumping genes” have been known for their role in causing pathology.

A 2010 WSBS graduate, Yaniv Erlich, now on the faculty of the Whitehead Insti-
tute, organized a Banbury meeting to discuss strategies for maintaining privacy of data
gleaned from genomes and other bioscience data sets. Accelerate Genomic Research with
Privacy Protections included participants across disciplines from science to cryptography
to ethics.

The Banbury Center also hosted three Watson School of Biological Sciences (WSBS)
courses and six courses conducted as part of the Laboratory’s Meetings & Courses Pro-
gram. The Center appreciates support from numerous corporate sponsors and underwrit-
ers who helped to make its rich offerings possible.

L. Zhang

M. Ronemus
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DNA Learning Center

This past year, some 20,960 students made field trip visits to DNA Learning Center (DNALC)
facilities in Cold Spring Harbor, Lake Success, and Harlem. An additional 10,200 students were
reached through in-school instruction by DNALC staff. There were also 1640 in-school lab expo-
sures via mobile “Footlocker Kits” used by teachers in their own schools. These teachers previously
received specialized DNALC training,

During the summer, 60 week-long biology and genetics summer camps were held in Cold
Spring Harbor and eight other locations in New York, Massachusetts, and Connecticut, drawing
a record 1240 students. Monthly Saturday DNA! sessions drew hundreds more children, parents,
and grandparents.

At its main facility in Cold Spring Harbor, the DNALC this year updated museum space that
currently features an exhibit on “Our Common Human Origins.” More than 100 classes per year
take an instructor-guided tour of the museum, which is also open to the public.

In its second year, the Center’s innovative Urban Barcode Project (UBP)
scored major successes, with teams of motivated NYC high school stu-
dents competing, many from ethnic groups underrepresented in science.

Fifty-three teams comprising 144 students were accepted into the com-
m petition and completed field work, wet labs, and bioinformatics analyses
with the support of their teachers and UBP staff at Open Labs at Harlem

@ BARCODE DNA Lab. Teams presented their results at symposia at the American Mu-
PROJECT . . . .
seum of Natural History, with the grand prize awarded to Hostos-Lincoln
Academy of Science students Kavita Bhikhi and Hillary Ramirez, who investigated ant diversity
in the Bronx.

The BioMedia team of the DNALC is award winning and trend setting. Their 3D Brain iPhone
app, launched in 2009 and available on multiple platforms, has been downloaded more than 2.2
million times, and it is used not only by teachers and students, as intended, but also by health
professionals, patients, and the public. A 2013 iOS update provides current information about 29
primary structures of the human brain.

This year, the BioMedia team introduced live streaming and webinar programs, broadcast
from the DNALC’s Laurie J. Landeau Multimedia Studio. Altogether, approximately 4.9 million
visits were recorded to the DNALC’s 22 websites in 2013. DNALC-produced YouTube videos
drew more than 823,000 views, with apps downloaded 579,163 times. Total visitation therefore
numbered a record 6.26 million.

Since 1995, more than a dozen programs worldwide have been modeled directly on the DNALC
experience. These centers, across America and in Europe, Asia, and Australia, provide hands-on ex-
periments to more than 150,000 students annually. The DNALC is the largest provider of teacher
training in molecular and genomic biology, and it is the only institution capable of offering high-

quality biochemical and bioinformatics instruction
anywhere in the world. In the fall, a dedication cere-
mony marked the opening of the latest DNA Learn-
ing Center at Notre Dame University. The DNALC
also continued to develop its relationship with Bei-
jing No. 166 High School in China.

Plans to develop a new full-service DNALC
teaching facility in Manhattan received a jump
start with the receipt of a $3 million start-up grant
from the Alfred P. Sloan Foundation and a $10 mil-
lion endowment grant from the Thompson Family
: Foundation. These add to a lead endowment grant
DNA Learning Center dedication, Notre Dame University Of$6 million from CSHL trustee Laurie J Landeau.
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Meetings & Courses Program

With its beginnings in the first annual meeting, in 1933, of the Cold Spring Harbor Symposium
on Quantitative Biology—a scientific conference series still going strong—the Meetings & Cours-
es program in the last year attracted more than 11,600 participants. This included upwards of
7200 individuals who attended scientific meetings and more than 1300
trainees, teaching, and support faculty who took part in courses. An addi-
tional 3000 scientists from the Asia/Pacific region attended 17 conferences
and one summer school held by the Cold Spring Harbor Asia program in
Suzhou, China.

A major feature of CSHL meetings is that there are very few invited
speakers. Meeting organizers select talks from abstracts submitted in ad-
vance, ensuring that the latest findings are presented and that young sci-
entists have a chance to describe their work. Several meetings are held an-
nually, including The Biology of Genomes and Retroviruses, but the majority
of meetings convene every other year.

A total of 27 academic meetings were held in 2013. The 78th ses-
sion of the historic Symposium series addressed Immunity and Tolerance
and attracted almost 400 participants. The year saw the introduction of
several successful new meetings: Wiring the Brain, Metabolic Signaling
and Disease, and Behavior and Neurogenetics of Nonhuman Primates. Two
special meetings, Genes & Diagnostics: A Myriad of Issues in Biotech IP
and the History of Restriction Enzymes, drew rather different audiences of
lawyers and historians, respectively.

The Courses program covers a diverse array of topics in molecular biology, neurobiology, struc-
tural studies, and bioinformatics. The primary aim is to teach professional scientists the latest ad-
vances that can be immediately applied to their own research. Increasingly, many courses feature

78th CSH Symposium

a strong computational component as biology grows ever more interdisciplinary, incorporating
methodologies from computer science, physics, and mathematics. Instructors, lecturers, and as-
sistants come from universities, medical schools, research institutes, and companies around the
world to teach at CSHL.

Grants from a variety of sources support the courses, with core funding provided by the
Howard Hughes Medical Institute. The courses are further supported by awards from the
National Institutes of Health and the National Science Foundation, private foundations, and other
sources. Equipment and reagents are loaned or donated by companies, ensuring that the courses
offer training in the latest technologies.

Cold Spring Harbor Laboratory Press

CSHL Press published a single volume in 1933, based on the Laboratory’s first Symposium on
Quantitative Biology. Since then, the Press has developed a program consisting of seven successful
journals, 190 books, and two online services. It is now a digital publisher with a capacity for print
production on demand, and in recent years, its staffing, skills, and organizational structure have
been reshaped to this end.

In the United States and Europe, budgetary restrictions continued to squeeze research depart-
ments and the academic libraries that are the most important purchasers of scientific information.
The Press weathered these pressures by maintaining first-class editorial standards and finding
fresh ways of promoting its publications to scientists and their institutions worldwide. Examples
include three review journals launched in the past 6 years and growth of subscriptions in emerging
scientific communities abroad.

Widely cited impact-factor measurements place two Press journals, Genes & Development and
Genome Research, in the top 1% of the 8000 journals in the Science Citation Index. Online usage of
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these and their sibling journals continues to climb, exceeding 12 million full-text article downloads
in 2013, an increase of 25%. Cold Spring Harbor Protocols and Learning ¢ Memory continued to gain
ground. Cold Spring Harbor Perspectives in Biology had particularly sharp growth, a vote of approval
for its fresh approach of melding journal and book publishing. Testament to its editorial quality was
the award of the Nobel Prize in 2013 to three scientists (Drs. Thomas Stidhof, Randy Schekman,
and James Rothman) who have edited recent Perspectives titles.

The Press published 18 new book titles in 2013. Several
were new editions of past best-sellers, including Antibodies: A
Laboratory Manual and Lab Math: A Handbook of Measure-

) ments, Calculations, and Other Quantitative Skills for Use ar
¥ i the Bench. Eleven books were generated from the two online
b 10 R}‘: v Perspectives review journals.

In November, bioRyiv, a new preprint service for the life
sciences, was launched to permit distribution of scientific
manuscripts not yet published in peer-reviewed journals. This
enables researchers to establish priority for their work and to
benefit from critiques offered by readers as manuscripts are
honed for conventional publication in a peer-reviewed journal.

= W R L PWT VO AR

bioRyiv provides an exciting platform on which to build other
bioRyiv.org website valuable services in future.

Watson School of Biological Sciences

Under the leadership of its new Dean, Dr. Alexander Gann, the Laboratory’s Ph.D.-granting
program welcomed its 15th incoming class and graduated its 10th. Eight WSBS students were
awarded Ph.D. degrees, bringing the total since the school’s inception to 66.

Honorary degrees were conferred upon Jack E. Dixon, Ph.D., Howard Hughes Medical Insti-
tute Vice President and Chief Scientific Officer and Professor at the University of California, San
Diego; and Brigid L.M. Hogan, Ph.D., E.R.S., Professor and Chair of the Department of Cell
Biology at Duke University.

2013 WSBS graduates and honorary degree recipients
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The 19th Annual Gavin Borden Visiting Fellow Lecture, reception, and dinner were held
on October 28. Sean Carroll, Ph.D., delivered the lecture, titled “Brave Genius: A Scientist’s Jour-
ney from the French Resistance to the Nobel Prize.” Dr. Carroll leads the Department of Science
Education of the Howard Hughes Medical Institute, the largest private supporter of science edu-
cation activities in the United States, and is the Allan Wilson Professor of Molecular Biology and
Genetics at the University of Wisconsin.

In August, the WSBS welcomed 10 new students. Members of the Class of 2013 were selected
from among 274 applicants and represent the United States, Bulgaria, India, Israel, Italy, and
Mexico. Other new graduate students entered as visitors from other institutions, including seven
from Long Island’s Stony Brook University; other current visitors hail from more distant institu-
tions, including several in Germany, France, and Spain.

The achievements of the graduate program continued to grow. Scientific papers published by
students appeared in major journals, bringing the cumulative total of WSBS student publications
to more than 230. Current and former students won prestigious and highly competitive scholar-
ships and fellowships. Watson School students continued to graduate considerably faster than
students at comparable institutions and demonstrated an ability to secure excellent jobs. Fifteen
WSBS graduates have thus far secured tenure-track faculty positions.

From June through August, 25 undergraduates
from across the United States, as well as from Can-
ada, China, France, India, Nepal, and the United
Kingdom, arrived at CSHL to take part in the
historic Undergraduate Research Program. These
“URPs” (chosen from among 738 applicants!) had
the remarkable opportunity to perform advanced
research in the laboratory of a CSHL faculty mem-
ber. This immersive experience reaped intellectual
as well as social rewards for the lucky participants,
as in past years. The URP Program, along with
the equally innovative and competitive Partners
for the Future Program, which brings gifted local
high school students to CSHL labs for hands-on
research experience, is managed by the Watson

School. Members of the 54th Undergraduate Research Program

Library & Archives

The Institutional Repository is a new on-line resource for
publications from CSHL researchers. The repository was ini-
tiated this year, with the goal of providing the public with
direct access to CSHL discoveries throughout its history.
Through this repository, anyone can access these scholarly =

materials. As an initiative of the Genentech Center for the A Al [P ET T
History of Molecular Biology and Biotechnology at CSHL,

Robert Wargas and Mila Pollock examined the history of ..'."“_:":"'-L‘_._::H,mh
CSHLs initial involvement in the Biotechnology revolution ﬁ' * e —
during the late 1970s/carly 1980s, as well as the Lab’s con- ..,:;3‘:'5 " ':;‘;:_H
tinuing relationship with the Biotechnology industry. ¥ P,

The Library hosted The History of Restriction Enzymes S X M

October 19-21, 2013. Attended by more than 150 scientists,

history scholars, authors, educators, and students, this was Institutional Repository for CSHL authors
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the fifth meeting in the Genentech Center series on the history of science. Herb Boyer, Stu Linn,
and Rich Roberts, pioneers in the field of restriction enzymes, were co-organizers, bringing to-
gether scientists involved in the discoveries and research on restriction enzymes dating back to the
1950s and covering developments to the present time.

The Archives participated in several events, displaying elements from various CSHL col-
lections:

e Alfred Day Hershey Collection. Materials from the Alfred Day Hershey Collection were dis-
played at the Scottish Parliament in an exhibit about the philanthropic legacy of Andrew
Carnegie, on display from 14 October 2013 until 25 January 2014.

* Extraordinary Women in Science & Medicine. A landmark public exhibition, Extraordinary
Women in Science & Medicine: Four Centuries of Achievement, held at the prestigious Grolier
Club in New York City from September 19 to November 13, 2013, showed materials from the
Barbara McClintock Collection, including photos, landmark papers, and a corn cob from the
1960s loaned by CSHL Professor Rob Martienssen.

* From Base Pair to Body Plan: Celebrating 60 years of DNA. A display of more than 200
images related to the Laboratory’s history and its science was a central part of the meeting
From Base Pair to Body Plan: Celebrating 60 Years of DNA, held at CSHL from February 28 to
March 3, 2013. This display stayed on exhibit for the entire 2013 meetings season.

CSHL completed the digitization of the archives of James D. Watson and Sydney Brenner,
as part of the Wellcome Digital Library Pilot Project “Codebreakers: Makers of Modern
Genetics.” The result of this multiyear collaborative effort with Churchill Archives Center
Cambridge, the University of Glasgow, King’s College London, and University College London
is free public access to these and other historic collections from an online portal at www
wellcomelibrary.org.

Infrastructure

Woodbury Genome Center Addition

The year 2013 saw the groundbreaking of a 7000-square-foot addition to the Woodbury Genome
Center. This expansion of the Genome Center Animal Facility—the Preclinical Experimental
Therapeutics Facilicy—will serve as a vital core facility

] supporting the Laboratory’s Cancer Therapeutics Initia-

tive. The facility will house a number of cancer diagnostic
and therapeutic resources. Construction is expected to be

completed by the end of 2014.

Cairns Laboratory Renovation

The Cairns Laboratory was reconstructed during 2013.
The building was originally used as a sheep shed in the
early 20th century and was most recently used as a mi-
croscopy laboratory. The completion of the new Hershey
Building allowed for relocation of microscopy resources
and renovation of the Cairns Laboratory. The roof was
raised to make way for improved ventilation systems and
the building’s infrastructure was brought up to modern
laboratory standards. The building will be ready for occu-
pancy in 2014 and will house an RNAi Shared Research
Renovated Cairns building Resource faCility.




Highlights of the Year

Employees at new Syosset Campus

Yellow House Reconstruction: Historic Perspective

The Yellow House was a circa 1830 residence in considerable disrepair. The house had significant
foundation and structural issues and had suffered a number of unsympathetic renovations and
additions during its lifecime. Deemed uninhabitable, it was demolished and replaced with a new
structure.

The Laboratory spent nearly a year working with the State Historic Preservation Officer to
obtain permission to demolish and replace the house. Prior to demolition, the Laboratory photo-
graphed and documented the entire house, and the records were entered into the Laboratory and
New York State archives. A new Yellow House will be used for faculty housing and be ready for
occupancy in the spring of 2014.

Syosset Campus

The Laboratory expanded the use of the Syosset Campus in 2013 with the relocation of the
Accounting Department from the Nichols Building and the Procurement Department from the
Woodbury Genome Center to new offices on the Syosset Campus.

Information Technology

Completed this year was a campus-wide WiFi upgrade that included replacement of aging infra-
structure to provide better coverage and speed and greatly improved handling of our high-density
venues, notably the Grace auditorium. This project will continue in 2014, providing a further
substantial increase in bandwidth.

Information is at the core of our scientific activities. Our ability to collect, manage, and safe-
guard large volumes of data is critical. Centrally managed CSHL data storage, currently in excess
of 3 petabytes, is expected to grow significantly over the coming years. Enterprise-grade data
storage of this scale is tremendously expensive to procure and maintain, and the adoption of a fi-
nancially sustainable data-handling model is essential. To mitigate escalating storage costs, CSHL
adopted a new solution, and we are now well positioned to handle current and emerging data stor-
age needs. With the latest expansion, the CSHL system already has a 900-TB disk capacity that
can scale up to 21 petabytes.

Additional upgrades were performed to the core and data center distribution layer network
for the Hillside and Grace datacenters. Hardware selection was completed, and vendor selection
began. To lower maintenance costs and retire aging hardware, we have increased our use of virtual
servers.
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Community Outreach

CSHL Public Lectures

February 13-Dr. Richard E. Leakey, Professor, Chair, Turkana Basin Institute; Stony Brook
University, Department of Anthropology. Hominid Evolution: How Ir Has Shaped Human
Behavior, Ethics, and Morality. 2012 Lorraine Grace lectureship on societal issues of biomedical
research (rescheduled from 2012 due to Hurricane Sandy).

June 8—Paul A. Offit, M.D., Chief, Section of Infectious Diseases and Direc-

tor, Vaccine Education Center at Children’s Hospital of Philadelphia; Maurice
R. Hilleman Professor of Vaccinology, Professor of Pediatrics at University of

Culitural &eries

Pennsylvania School of Medicine. Alternative Medicine: Sense and Nonsense.
2013 Lorraine Grace lectureship on societal issues of biomedical research.

June 25-Josh Dubnau, Ph.D., CSHL Associate Professor; Peter Davies, Ph.D., Head and
Scientific Director, Litwin-Zucker Research Center for the Study of Alzheimer’s Disease and
Memory Disorders, Feinstein Institute for Medical Research; Jill Goldman, M.S., M.Phil.,
Certified Genetic Counselor, The Center for Parkinson’s Disease and Other Movement
Disorders, Columbia University Medical Center. Untangling Dementia—Latest Research and
Treatments, cosponsored by CSHL; U.S. Trust—Bank of America; North Shore—LI]J; and St.
Johnland Nursing Center.

July 16-Zachary Lippman, Ph.D., CSHL Associate Professor. Flower Power and the DNA of
Feeding the World, hosted by The Secret Science Club, Brooklyn, New York.

July 17-Kevin J. Mitchell, Ph.D., Associate Professor of Neurogenetics, Trinity College Dublin,
Ireland. The Miswired Brain—How Altered Brain Development Leads to Mental Disorders.

August 20—Anne Churchland, Ph.D., CSHL Assistant Professor; Swinging synapses and decision
making, hosted by The Secret Science Club, Brooklyn, NY.

October 7-Rob Martienssen, Ph.D., CSHL Professor. Oil Palm and the Rainforest: Genome
Sequencing for Sustainability. Public lecture, Grace Auditorium.

CSHL Public Concerts

April 19: Ching-Yun Hu, Piano

April 26: Ying Fang with Ken Noda, Soprano with piano

May 3: DZ4 with David Kaplan, Woodwind quartet with piano

May 17: Hye-Jim Kim, Violin (w/piano)

August 23: Southampton Festival Chamber Orchestra

Sept 12: Andrew Tyson, Piano

October 4: Paul Huang, Violin (w/piano)

October 11: Mikhail Yanovitsky and Galina Sakhnovskaya, Piano and soprano

With help from enthusiastic graduate students and postdoctoral fellows who staff CSHL’s
public tour program, we conducted 50 campus walking tours throughout the year serving more
than 800 visitors. Our guests came from near and wide, including Germany, Italy, and China.

On March 23, more than 400 neighbors came to the main campus for an Open House.
Visitors, including many who had never been to CSHL before, plainly enjoyed learning about
the spectrum of CSHL research and education programs, as well as ways in which they can be
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Open House 2013 (Top left, right, and bottom left) J. Ipsarro giving a short science talk

involved, as students, friends, and neighbors. During a continuously running series of 5-Minute
Science Talks, CSHL postdoctoral researchers engaged audiences throughout the afternoon on
topics from “Why haven’t we cured cancer?” to “Molecular photography.” Videos of these talks
are available on YouTube. Free minitours of the campus led by graduate students and Lab postdocs
were extremely popular. Kids and adults alike crammed a booth where DNA Learning Center
teachers led hands-on biology demonstrations, featuring DNA extraction.

Local families enjoyed the DNA Day Scavenger Hunt while exploring the history of Cold
Spring Harbor Village on April 20. Local institutions including the Cold Spring Harbor Library,
the Cold Spring Harbor Whaling Museum, the Firehouse Museum, and CSHLs DNA Learning
Center took part. DNA Day is celebrated across the country, with educational events sponsored
by the National Human Genome Research Institute (NHGRI), a part of the National Institutes
of Health. The day commemorates the completion of the Human Genome Project in April 2003
and the discovery of DNA’s double helix.

In April, first graders from Gooschill Primary and Friends Academy participated in a science
fair. At six stations, they learned about various scientific principles (from chromatography to cell
structure to brain anatomy) through hands-on activities and instruction conceived, planned, and
led by graduate students and DNALC instructors; 160 students, 14 teachers, and 120 parents
participated during the 2 days.

DNALC’s Jason Williams led a team of CSHL graduate student and postdoc ambassadors in
two iPad app demonstrations at the June 2nd World Science Festival Street Fair in Manhattan’s
Washington Square Park. CSHL's ambassadors interacted with Festival participants, demonstrat-
ing how to use the DNALC-developed apps, 3D Brain, and Gene Screen.

CSHL was pleased to participate in the 10th Long Island 2-Day Walk to Fight Breast Cancer,
in which nearly 400 walkers and an equal number of volunteers raised more than $550,000. Since
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Long Island 2-Day Walk R. Sordella (center right) participated in Swim Across America (SAA)

the Walk started in 2004, CSHL has received more than a quarter of a million dollars for breast
cancer research from LI2DAY.

This year, CSHL Associate Professor Raffaella Sordella joined in the Swim Across America (SAA)
“Sound to the Cove Swim” at Morgan Park in Glen Cove. Dr. Sordella received $70,000 from SAA
for her research aimed at finding ways to overcome resistance to targeted therapies for non-small-cell
lung cancer. Dr. Sordella credited the support she has received from SAA—$420,000 to date—with
providing critical resources to identify a population of cells in lung tumors that are intrinsically
resistant to therapy.

CSHL Chief Operating Officer Dill Ayres participated in the October 24 Long Island Press
“The Future of Healthcare on Long Island” summit that brought research institutions, health care
providers, and vendors together to highlight the region’s assets and challenges.

A member of the New York Academy of Sciences (NYAS), CSHL was pleased to contribute
to an effort to showcase New York’s research community. The initiative included the landmark
publication of “New York: A Science State of Mind” and a November 18th gala in Manhattan.

CSHL teamed with Research!America, the Society of Neuroscience, Elsevier, and George Wash-
ington University to organize the “Research Matters Communications Workshop” for early-career
scientists in Washington, D.C. on October 9. The event included a plenary session led by the Alan
Alda Center for Communicating Science at Stony Brook University, a panel discussion that included
journalists from CNN, Reuters, and NPR, and a session with current and former congressional
staff. CSHL Assistant Professors Mikala Egeblad, Alex Krasnitz,
and Steve Shea participated as part of the Public Affairs Depart
ment’s program to help researchers enhance communication with
nonscientific audiences.

Looking Forward

2013 marked the anniversaries of two game-changing events for
this institution and the world. Sixty years ago, James D. Watson
and Francis Crick co-discovered the double helix structure of
DNA and set off a revolution in biology and medicine. Forty-
five years ago, Jim and his wife Liz came to Cold Spring Harbor
Laboratory, a time when total staff numbered only 100 and the
total operating budget was barely $3 million. With their foresight
and leadership what in 1968 was a fledgling research institution
became the modern day powerhouse in molecular biology and
Jim and Liz Watson genetics that is today’s Cold Spring Harbor Laboratory.
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Dr. James Watson

“Now we are completely different,” wrote Jim, looking back on what he had accomplished since
taking on the challenge of leading CSHL in 1968. “The science we do, the demanding excellence
of our courses and meetings, and the high quality of our publishing program convey to the world
outside the aura of a quality postgraduate university. We worry not about becoming good, but
instead on how to ensure that we continue to carry out science at the highest possible level” (1977
CSHL Annual Report). We thank Jim and Liz for their continuing dedication to the Laboratory
and its continued success. The CSHL family of faculty, students, and employees feted Jim and Liz
at a special 1960s-themed picnic on Blackford lawn in summer 2013.

To mark the anniversary of Jim and Francis Crick’s DNA discovery and the fact that Jim was
invited to CSHL to present the paper for the first time in public at the 1953 Qualitative Biology
symposium on viruses, the Meetings & Courses Program organized a special 4-day meeting that
began on the discovery’s anniversary day of February 28. This meeting was called “From Base Pair
to Body Plan” and was organized by Dean Alex Gann, Professor Rob Martienssen, and Meetings
& Courses Program Executive Director David Stewart, with guest speakers including Nobel Prize
winners Christiane Niisslein-Volhard, Elizabeth Blackburn, Carol Greider, Craig Mello, and Sir
John Gurdon. Celebration of the anniversary included the redecoration of the CSHL bar to look
like the famous Cambridge pub, the Eagle, and a gala at Oheka Castle.

Jim and Liz inspired a culture that opened the doors of this institution to participation from
the local community and beyond—bringing the intellectual expertise and financial generosity of
private philanthropists who have been invaluable to the evolution of CSHL.

The last 60 years at Cold Spring Harbor have yielded great advances in biology. CSHL is now
poised for even bigger breakthroughs that will undoubtedly change the world for the better.

Bruce Stillman, Ph.D., F.R.S.
President and Chief Executive Officer
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CHIEF OPERATING OFFICER’S REPORT

As Cold Spring Harbor Laboratory’s lead administrator, my overriding objective
for the past 15 years has been consistent: to create the structure that a rapidly
growing enterprise requires to operate efficiently and deal with increasing regula-
tion, without compromising a uniquely productive academic culture. Alcthough
not listed on the balance sheet, the Laboratory’s culture is its most valuable asset.
In 1968, Jim Watson began establishing a culture at Cold Spring Harbor
Laboratory carefully designed to foster collaboration, intensity, entreprencu-
rism, risk-taking, productivity, and, above all, excellence. In other words, an
environment ideally suited to doing great science. This culture endures. It has
been carried forward by Bruce Stillman and is sustained by many “culture car-
riers” here, be they facilities personnel, educators, or elite research investigators.
We understand what makes the institution special and we work hard to pre-
serve it. This work is not without challenges that sometimes shift unpredictably. W. Dillaway Ayres, Jr
Initially, my objective was to preserve culture in an environment characterized
by extraordinary growth—the doubling of the National Institutes of Health (NIH) budget and
substantial expansion of infrastructure and scientific staff here at the Laboratory. Now we face the
opposite challenge—adjusting to a dramatic decline in federal funding that threatens America’s
superiority in basic science and biomedical research.

Administratively, we must make difficult decisions in response. Aggressive expense manage-
ment has become a constant. Annual cost-of-living increases are no longer a given. For the first
time, the decision was made to cut back on nonresearch positions at the Laboratory. This causes
human hardship and puts more pressure on our dedicated staff. Culture preservation becomes an
issue of maintaining morale and optimism in an increasingly difficult environment—a very dif-
ferent kind of managerial challenge.

Fortunately, we are benefiting from healthy growth in our endowment funds. This results from
three factors: strong appreciation in public equities since the financial crisis in 2008, a revised in-
vestment strategy implemented by the Laboratory’s Investment Committee during the last several
years, and generous philanthropic donations to endowment. Return on investment for the 2013
calendar year was +16.5%, placing us in the upper performance tier of university endowments.
Year-end market value was $385 million, another all-time high for the Laboratory. In addition,
we are fortunate to have booked another $80 million in endowment pledges receivable to date
through fund-raising. The importance to the future of the institution of increasing endowment
cannot be overstated and remains atop our list of priorities.

Our research and education programs remain strong. We continue to attract the very best fac-
ulty, postdocs, and students. These strengths manifest in higher than average success rates with
federal grant awards. This, combined with substantial private support and a growing endowment,
allows the academic programs to move forward unencumbered. We are more excited than ever
about the quality and progress of our work and its promise for human healch.

Our community is a cohesive one. We work hard to maintain the culture that has and contin-
ues to make Cold Spring Harbor Laboratory so productive, and we do so now in the face of some
daunting challenges. We are fond of saying that “science never sleeps.”

W. Dillaway Ayres, Jr.
Chief Operating Officer
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(Consists of full-time and part-time technical support, core services, publications,
meetings, library, public affairs, buildings and grounds,
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Front row (left to right) Maryliz Dickerson, Margaret Falkowski, Ronnie Packer. Second row (left to right) Patricia Maroney, Grigori
Enikolopov, Christopher McEvoy, Margot Bennett. Third row (left to right) Michael Wigler, Francis Bowdren, Arne Stenlund, James
Watson. Fourth row (left to right) Salvadore Henriquez, Bruce Stillman, David Spector, Daniel Jusino.

The following employees celebrated milestone anniversaries in 2013:

45 years
35 years
30 years

25 years

20 years

15 years

James Watson
Patricia Maroney, Christopher McEvoy, Michael Wigler
Margaret Falkowski, Daniel Jusino

Maryliz Dickerson, Grigori Enikolopov, Ronnie Packer, Francis Bowdren, Margot
Bennett, Salvador Henriquez, Margaret Stellabotte, Jeffrey Goldblum, Arne Stenlund

David Stewart, Wayne Pav, Deborah Aufiero, Patricia Brady
Paul Edwards, Jesus Magana, Louis Hunter, Amanda McBrien, Michael Riggs, Drew

Comer, Jeffrey Klaverweiden, Sabrina Boettcher, Thomas Mcllvaine, W. Dillaway
Ayres, Marja Timmermans, Ming Wang, Lari Russo, Susana Roman, Lifang Zhang






CANCER: GENE REGULATION AND
CELL PROLIFERATION

Christopher Hammell’s lab is interested in understanding gene regulatory processes that give rise
to robust phenotypes associated with normal development in animals (specifically, how the tim-
ing of developmental processes is controlled) as well as the alterations in these pathways that
give rise to diseases such as cancer (as in the alterations in mitogenic pathways in melanoma).
Hammell and colleagues approach this elemental problem by using a variety of model organisms
and patient-derived cancer cell lines. To directly identify the components that function in control-
ling normal developmental timing, they use the small nematode Caenorbabditis elegans, applying
forward and reverse genetic approaches. In contrast to the extreme robustness of cell-fate lineage
in C. elegans, in which specification of developmental programs is hard-wired, mutations that
alter conserved signaling pathways in melanoma create relatively plastic developmental landscapes
that allow these lesions to become aggressive tumors. Notably, the gene regulatory architecture of
melanoma cells allows them to acquire resistance to therapeutic agents. Hammell’s team is inter-
ested in epigenetic mechanisms that contribute to resistance, specifically dramatic changes in gene
expression patterns and intracellular signaling pathways. They are performing high-throughput
screens to identify cellular factors that allow these re-wiring events to occur, with the idea that
these components would make ideal therapeutic targets to complement existing clinical strategies.

Many of the best cancer drugs are highly toxic chemotherapeutics that kill normal and malignant
cells alike. In contrast, targeted compounds that recognize cancer-specific pathways represent a
kind of silver bullet that would be able to distinguish tumor cells from their healthy counterparts.
A few targeted drugs have been identified, such as the BRAF inhibitor vemurafenib for melanoma,
and initially these agents were highly promising. But patients rapidly relapsed as their cancers
became resistant to treatment.

Molly Hammell is working to tackle this problem, known as “acquired resistance,” in melanoma.
Her lab, in collaboration with the Wistar Institute, combines the power of systems-level, high-
throughput data analysis with patient-derived tumor samples. Hammell has developed computa-
tional algorithms for the integration of multiple types of high-throughput sequencing data into
gene regulatory circuits. She is now applying these methods to explore the global changes in gene
regulation that enable melanoma cells to bypass inhibitors of the BRAF signaling pathway, in-
cluding DNA mutations and epigenetic modifications. Her work will identify the most clinically
relevant pathways of interest for additional therapeutic approaches to inhibit tumor growth in
melanoma. In addition to her work on melanoma, Hammell is using her expertise in bioinformatics
in collaboration with other members of the CSHL community (including Marja Timmermans,
Josh Dubnau, and Greg Hannon) to understand gene regulation in diverse systems, from maize to
Drosophila.

In Leemor Joshua-Tor’s lab, researchers study the molecular basis of nucleic acid regulatory pro-
cesses using the tools of structural biology and biochemistry. One such regulatory process is RNA
interference (RNAI), in which a small double-stranded RNA triggers gene silencing. Joshua-
Tor and her team offered critical insight when they solved the crystal structure of the Argonaute
protein and identified it as the long-sought Slicer. They then went on to explore the mechanism of
the slicing event. The structure of human Argonaute 2 (hAgo2) bound to a microRNA (miRNA)
guide allowed Joshua-Tor and her colleagues to understand how mRNA is cleaved during RNAI.
This year, members of the Joshua-Tor lab explored the function of a very similar protein, called
Argonaute 1, that has no slicing ability, even though it is almost identical in structure to the slicing
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hAgo2. Using biochemical methods and mutational analysis, they were able to identify key parts
of the protein that are required for slicing activity. The lab also studies the generation of PIW1I-
interacting RNAs (piRNAs), which serve to protect the genome of germ cells. With colleagues in
the Hannon lab, Joshua-Tor’s team also determined the structure and function of Zucchini, a key
nuclease in the initial generation of piRNAs in fruit flies. In other work, the lab is exploring the
mechanisms of heterochromatin formation and gene silencing through the study of a protein com-
plex called RNA-induced initiation of transcriptional gene silencing (RITS). Joshua-Tor is also
well known for her work on the E1 helicase enzyme, which acts to unwind DNA strands during
the DNA replication process.

Adrian Krainer’s lab studies the mechanisms of RNA splicing, ways in which they go awry in
disease, and the means by which faulty splicing can be corrected. In particular, they study splic-
ing in spinal muscular atrophy (SMA), a neuromuscular disease that is the leading genetic cause
of death in infants. In SMA, a gene called SMN2 is spliced incorrectly, making it only partially
functional. The Krainer lab is able to correct this defect using a potentially powerful therapeutic
approach. It is possible to stimulate protein production by altering mRNA splicing through the
introduction of chemically modified pieces of RNA called antisense oligonucleotides (ASOs) into
the spinal cords of mice. Previously, using ASOs in mice carrying a transgene of human SMN2,
they developed a model for SMA using a technique they called TSUNAMI (shorthand for targeting
splicing using negative ASOs to model illness). This year, they used the method to develop a
mouse model for adult onset SMA, and they are currently working to develop models for the study
of other diseases caused by splicing defects, including familial dysautonomia. The Krainer lab
has also worked to shed light on the role of splicing proteins in cancer. They have found that the
splicing factor SRSF1 functions as an oncogene stimulating the proliferation of immortal cells. This
year, they were surprised to find that SRSF1 can actually stop cell growth by stabilizing a powerful
tumor suppressor protein, called p53—suggesting that the cell is responding to the aberrant
SRSF1 activity. This discovery offers insight into how tumors arise and the pathways that lead to
transformation.

David L. Spector’s laboratory studies the spatial organization and regulation of gene expression.
Their recent studies demonstrated an increase in random monoallelic gene expression upon the
differentiation of mouse embryonic stem cells (mESCs) to neural progenitor cells (NPCs). These
data support a model where stochastic gene regulation during differentiation results in monoallelic
gene expression, and for some genes, the cell is able to compensate transcriptionally to maintain
the required transcriptional output of these genes. Therefore, random monoallelic gene expres-
sion exemplifies the stochastic and plastic nature of gene expression in single cells. In addition,
the Spector lab is characterizing long nuclear retained noncoding RNAs (IncRNAs) that exhibit
altered levels of expression as mESCs transition from the pluripotent state to NPCs, and they are
studying IncRNAs that are misregulated in cancer. Their efforts have focused on Malarl IncRNA,
which is one of the most abundant noncoding RNAs. The Spector lab previously identified a novel
mechanism of 3”-end processing of this RNA. Current studies have revealed that altered levels of
Malatl IncRNA impact breast cancer initiation and progression. Studies are currently under way
to elucidate the mechanism of action of this abundant nuclear retained IncRNA.

Arne Stenlund and colleagues have obtained a detailed understanding of processes required for
initiation of DNA replication from the papillomavirus, using this system to gain a general bio-
chemical understanding applicable in other systems. Papillomaviruses are a large viral family that
induces cell proliferation at the site of infection, usually giving rise to benign tumors. But cer-
tain types of human papillomaviruses (HPVs) generate tumors that progress toward malignancy.
Among these are HPVs that cause most cervical cancers. Members of the Stenlund lab also pursue
studies aimed at developing an effective small-molecule inhibitor of HPVs that might someday be
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used by women who do not receive the preventive anti-HPV vaccine now available or those already
infected with HPV who would not be helped by the vaccine.

Bruce Stillman’s lab studies the process by which DNA is copied within cells before they divide
in two. Working with yeast and human cells, Stillman and colleagues have identified many of the
cellular proteins that function at the DNA replication fork during the S phase, the portion of the
cell-division cycle when DNA synthesis occurs. Among these proteins are those that facilitate
the assembly of chromatin, the protein—-DNA complexes that form the chromosomes. The prime
focus of current research, however, is the mechanism that initiates the entire process of DNA rep-
lication in eukaryotic cells. At the heart of this mechanism is a protein that binds to “start” sites
on the chromosomes, called the origin recognition complex, ORC. This year, the Stillman lab
was part of a collaboration that determined the cryo-EM structure of ORC proteins in complex
with a group of proteins, called a helicase, that unwind DNA during replication. This image offers
molecular insight into how the helicase is loaded onto DNA. Stillman’s research also focuses on
the process by which duplicated chromosomes are segregated during mitosis. The team has found
ORC at centrosomes and centromeres, structures that orchestrate chromosome separation during
mitosis. Stillman’s team has discovered that mutations in the largest protein found in this com-
plex, Orcl, alter the ability of ORC to regulate both DNA replication and centrosome duplication.
These mutations have been linked to Meier—Gorlin syndrome, a condition that results in extreme
dwarfism, small brain size, and related characteristics of abnormal growth.

Acute myeloid leukemia (AML) is a particularly devastating and aggressive blood cancer that is
currently incurable in 70% of patients. Research in Chris Vakoc’s lab seeks to understand this dis-
ease as well as others, such as lymphoid leukemias and epithelial tumors, by studying them at the
level of genomic regulation. He is particularly interested in the proteins that regulate chromatin in
the nucleus of the cell. To identify proteins involved in AML, which may also be targets for drug
therapy, he deploys large-scale genetic screens using RNA interference (RNAI) as well as geneti-
cally engineered mouse models that display the hallmarks of human cancer. In collaboration with
Jay Bradner at the Dana-Farber Cancer Institute, Vakoc has shown that the small-molecule drug
candidate JQI has potent anti-AML activity. It works by suppressing the protein Brd4, which is
a critical regulator of the potent oncogene c-Myc. JQ1 is currently in clinical trials as a therapeu-
tic strategy for AML. Vakoc’s team identified other chromatin regulators, including PRC2 and
RNF20, that if blocked with small-molecule inhibitors may halt AML. This year, Vakocs lab
gained new insights into the mechanism behind these drug targets when he found that Brd4 and
other proteins required for AML bind to enhancers, short stretches of DNA more than a mil-
lion bases away from the oncogene c-Myc. When Brd4 binds to the enhancer, it bends the DNA
within the nucleus so that it touches the c-Myc region of the genome and activates it, causing cells
to proliferate without restraint. Understanding how these proteins function in AML will allow
researchers to design more effective and safer therapies to treat this intractable cancer.
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THE COUPLING OF TEMPORAL GENE EXPRESSION AND
DEVELOPMENTAL CELL-FATE SPECIFICATION

C.M. Hammell K. Doerfel

R. Perales

C. Aguirre-Chen
C. Carlston

The overarching goal of our laboratory is to under-
stand how the precise timing of gene expression is
coordinated throughout development. We are ap-
proaching this problem by using forward genetics
and the model organism Caenorhabditis elegans. One
of the main advantages of using this model is that
these tiny worms have an invariant cell lineage that,
in wild-type animals, results in the exact production
of 959 somatic cells. Even more surprising is the fact
that each of the cell divisions that give rise to the vari-
ous tissues and organs of an adult animal occurs with
incredible precision and at defined times. This sug-
gests that the timing of development events is also
hardwired and that the proper timing of gene expres-
sion contributes to an organism’s fitness. We are ex-
ploiting the experimental tractability of this system
to identify the genes that orchestrate the temporal
aspects of development.

After embryogenesis, C. elegans larvae hatch from
their eggs, begin foraging for food, grow in size, and
develop in a stereotyped fashion. This period of de-
velopment, called the juvenile or larval period, is
characterized by dramatic organismal growth and the
production of a variety of new organs that are used
in adulthood. Larval development is divided into four
stages that are punctuated by molts. Molting is an es-
sential process, and its importance in coordinating the
additional cellular aspects of development is under-
scored by the numerous cell divisions that are coupled
to this process. Importantly, distinct patterns of cell
division are executed at specific stages, and these tem-
poral patterns of cell-fate specification are essential for
normal morphogenesis and behavior.

Pioneering work from the Ambros and Ruvkun
laboratories identified a conserved set of genes, called
heterochronic genes, that are required for establishing
the normal sequence of stage-specific cell-fate deci-
sions. Mutations in heterochronic genes result in tem-
poral cell-fate transformations that include either an
inappropriate skipping or reiteration of stage-specific
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patterns of cell divisions. Many heterochronic genes
encode transcription factors and RNA-binding pro-
teins that turn on or turn off gene expression patterns
in a stage-specific manner. Several protein-coding
genes, such as /in-14, lin-28, hbl-1, and lin-41, are
important for controlling temporal patterning and
are regulated by microRNAs (miRNAs). In this con-
text, miRNAs are expressed and operate at defined
times during postembryonic development and func-
tion as molecular switches to curtail earlier patterns
of development and promote the emergence of later
gene expression profiles (Fig. 1). Throughout post-
embryonic development, the expression of individual
heterochronic miRNAs is regulated at both the tran-
scriptional and posttranscriptional levels. Although
the detailed study of the regulatory requirements of
individual miRNAs has produced a wealth of infor-
mation, it is not known whether a higher level of orga-
nization coordinates the precise temporal expression
of all heterochronic genes.

The stringent requirement of normal temporal
patterning for the precise control of miRNA activity
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Figure 1. (A) The genes regulating the heterochronic pathway
that control specific cell-fate transitions are ordered into a large,
linear gene-regulatory logic. (B) The ordered down-regulation
of most heterochronic genes is orchestrated by the sequential
activity of miRNAs. (C) The transcriptional regulation of miRNAs
and the subsequent down-regulation of their targets is accom-
plished by three separate families of miRNAs.



provides a unique genetic context to identify genes
that regulate this process. We determined that there
might be a set of genes that normally function to
dampen miRNA expression in order to maintain
miRNA levels within strict physiological ranges.
These genes would be important for maintaining
the normal robustness of the C. elegans developmen-
tal lineage. This is because mutations in miRNAs
that control temporal cell fate are dosage dependent:
Overexpression or underaccumulation of hetero-
chronic miRNAs during development results in re-
ciprocal transformations of cell-fate specification.
Mutations that alter the function of these genes could
be identified in forward genetic screens because mu-
tant animals would display precocious heterochronic
phenotypes due to the overexpression of one or more
miRNAs. Alternatively, removal of these compo-
nents in genetic backgrounds that underaccumulate
miRNAs would alleviate phenotypes associated with
reduced miRNA target regulation.

lin-42 Negatively Regulates the Biogenesis
of Postembryonically Expressed miRNAs

In a set of pilot screens geared to identify suppressors
of hypomorphic miRNA mutants, we identified five
alleles of the /in-42 gene. When outcrossed, animals
harboring /in-42 mutations display profound hetero-
chronic phenotypes including the precocious expres-
sion of adult characteristics one stage earlier than
normal. These phenotypes allowed us to clone the
mutations in the /in-42 gene that cause these pheno-
types. The /in-42 gene is complex in that it produces
many alternatively spliced transcripts, and these
mRNAs are derived from two different promoters.
Furthermore, both /i7-42 promoters are activated in
an oscillatory fashion once each stage during post-
embryonic development. At the protein level, LIN-42
encodes the C. elegans homolog of the human and
Drosophila PERIOD gene involved in circadian gene
regulation. As with PERIOD, LIN-42 protein os-
cillates in expression and is localized to the nuclear
compartment. Analysis of miRNA expression levels
from /in-42 mutant animals suggests that LIN-42
broadly alters miRNA biogenesis. Surprisingly, mu-
tations in the /in-42 gene lead to the overexpression
of most postembryonically expressed miRNAs while
having little or no effect on the expression of other
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Figure 2. /in-42 mutations lead to the overexpression of sev-
eral miRNAs. (A) Small RNA northern analysis of 20 pg of total
RNA extracted from morphologically staged, young adult,
wild-type lin-42(ma206), alg-1(ma192), and lin-42(ma206);alg-
1(ma192) animals. Blots were probed sequentially for the in-
dicated miRNAs. tRNAGIy serves as a loading control. (B) The
results of miR-TagMan assays to quantify the levels of mature
miRNAs in wild-type, lin-42(ma206), alg-1(ma192), and lin-
42(ma206);alg-1(ma192) animals. Notice that /in-42(ma206)
displays the highest levels of miRNAs relative to the other
genotype backgrounds. Data represent three biological repli-
cates with three technical replicates each. Heat map colors are
shown as log2 scale as indicated and within each individual
assay. Red indicates an increase in miRNA expression, and blue
indicates a reduction in mature miRNA levels. Numbers within
each box indicate standard fold change when compared to
wild-type samples.

small regulatory RNAs (Fig. 2). In fact, we found
that the precocious phenotypes of /in-42 mutants
result from the inappropriate overexpression of het-
erochronic miRNAs.

To determine how /in-42 regulates miRNA ex-
pression, we developed a variety of transcriptional
reporters for various miRNAs. These reporters are
unique in that each miRNA promoter drives the ex-
pression of a constitutively destabilized green fluo-
rescent protein (GFP). These unique tools enabled
us to determine that the promoters of many miRNAs
are transcriptionally activated in a pulsatile manner
and that these patterns are very similar to the expres-
sion of /in-42. We then sought to characterize the
expression of various miRNAs in /iz-42 mutants.
We focused on characterizing miRNA expression in
lin-42 mutants that delete the highly conserved PAS
domain that distinguishes LIN-42 as the C. elegans
homolog of human and Drosophila PERIOD. Mu-
tation or deletion of this domain in the PERIOD
protein completely abolishes periodic circadian gene
expression. Surprisingly, the oscillatory patterns of
miRNA expression are still maintained in /in-42
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Figure 3. bimp-1 is a new heterochronic gene. (A) blmp-1 en-
codes an 817AA zinc-finger transcription factor. The tm548 al-
lele of blmp-1 deletes a central portion of the bimp-T gene and
causes a premature stop in the BLMP-1 protein at amino acid
237. Therefore, tm548 is a presumptive null allele of this gene.
(B,C) blmp-1 mutations strongly suppress the precocious alae
phenotypes of /in-42. Images show the lateral hypodermis of in-
dicated animals and the L4 stage. The cuticles of /in-42(n1089)
animals have adult-specific alae. Removing bimp-1 in the lin-
42(n1089) background completely suppresses these pheno-
types. (D,E) blmp-1(tm549) mutations dramatically enhance the
heterochronic phenotypes of miRISC mutants. (F,G) Removal of
blmp-1 function in animals that lack one of the two miRNA-
specific argonautes (alg-1) leads to an increase in the number of
lateral hypodermal stem cells.

mutant animals. Although the temporal patterns
of miRNA expression are maintained in /in-42 mu-
tants, they were dramatically overexpressed. These
findings explain why /in-42 mutants display pleio-
tropic heterochronic phenotypes and further suggest
that the PAS domain of LIN-42 functions to nega-
tively regulate transcription.

Identification of bimp-1, a New
Heterochronic Gene That Promotes the
Expression of Heterochronic miRNAs

The precocious developmental phenotypes of /in-42
mutants are due to elevated transcription of multiple
miRNA genes and the early down-regulation of spe-
cific miRNA targets. We reasoned that /in-42 likely
antagonizes the function of one or more transcription
factors that promote the temporal expression of het-
erochronic miRNAs and that reducing the activity
of this transcription factor could alleviate the preco-
cious phenotypes of /in-42. To identify these candi-
date transcription factors, we systematically depleted
them via RNA interference (RNA1) and determined
whether the reduction of their expression could re-
duce the penetrance of /in-42 precocious phenotypes.
This strategy identified the conserved zinc-finger/
SET-domain-containingtranscription factor BLMP-1.
Analysis of these genetic interactions with a deletion
allele confirmed these results. Furthermore, 6/mp-1
mutants display retarded heterochronic phenotypes
and strongly enhance the developmental phenotypes
of mutations that alter miRNA-induced silencing
complex (miRISC) components (Fig. 3). Future ex-
periments are aimed to determine the direct nature
of blmp-1-mediated gene regulation and how b/mp-1
expression is coordinated with other heterochronic
genes.



INTEGRATING GENOMIC DATA SETS INTO GENE REGULATORY

NETWORKS

Y. Hao A. Patel

Y.-J. Ho

M. Hammell Y. Jin

E. Paniagua

Cellular function is dictated by the complex interplay
of gene regulatory networks that control gene expres-
sion. These networks are incredibly robust to small or
temporary fluctuations in the environment, yet they
retain the ability to change and rewire themselves in
response to large-scale or long-term changes in ex-
ternal stimuli. This plasticity in genetic networks is
mediated by multiple types of regulatory factors, such
as transcription factors and noncoding RNAs, which
respond coordinately to changes in cellular signaling.
Thus, gaining a systems-level view of how these fac-
tors combine to produce a specific cellular outcome
requires distilling multiple types of genomic profil-
ing data into an integrated model of genetic signaling
pathways. Our lab uses computational algorithms to
integrate multiple types of genomic and transcriptom-
ic profiling data into models of regulatory rewiring
events in human disease. This includes an emphasis
on developing novel tools for the statistical analysis
of high-throughput data, developing novel algorithms
for modeling the flow of signals through genetic path-
ways, and, importantly, testing these models using the
tools of molecular genetics.

The ultimate goal is to understand how human
diseases such as cancer take advantage of the cell’s in-
nate propensity for plasticity to rewire these regula-
tory networks into programs that serve the needs of
the cancer cells.

In particular, members of our lab use a combina-
tion of computational and experimental methods to
better understand how gene expression is regulated
in plant and animal genomes. Much of this work in-
volves tight collaborations with other experimental
groups at CSHL. One example involves a collabora-
tion with Marja Timmermans’ lab to understand the
diversity of small RNA regulators in the maize ge-
nome and how these small RNAs dictate organ pat-
terning in development. Another collaboration with
Josh Dubnau’s lab is exploring the contribution of
transposons to human neurodegenerative diseases,

O. Tam

J. Regalado Perez

such as amyotrophic lateral sclerosis (ALS) and fronto-
temporal dementia (FTD). A collaboration with Greg
Hannon’s lab probes the molecular mechanisms of
transposon control in animals. An independent proj-
ect in our lab combines both computational and ex-
perimental techniques to understand how melanoma
cells develop resistance to targeted inhibitors of the
melanoma cell growth pathways. Alchough the exper-
imental systems for each of these projects vary greatly,
each project seeks to understand how gene regulation
contributes to maintaining cellular function.

Mechanisms of Acquired Drug Resistance
in Melanoma
A. Patel, J. Regalado Perez

The genetic basis of melanoma development is fairly
well understood, with activating mutations in the on-
cogene BRAF occurring in a majority of melanoma
patients (Hodis et al., [2012]). Specific inhibitors
that target activated BRAF as well as the downstream
MAP/ERK (mitogen-activated protein kinase/ex-
tracellular signal-related kinase) signaling pathway
have been developed, which dramatically reduce the
growth of melanoma cells in patients. However, the
effects of these drugs typically extend patient life span
for 6 mo or less, as the tumors rapidly develop resis-
tance to these targeted therapies (Villanueva et al.,
[2011]). Although some tumors resistant to BRAF
inhibitors acquire additional genetic lesions that el-
evate ERK or AKT signaling (Alcala et al., [2012]),
an astounding number of therapy-resistant cell lines
establish resistance without significant alteration of
the genome (M. Herlyn, pers. comm.). Furthermore,
serial passage of some of these cell lines in drug-free
media results in the re-acquisition of sensitivity to the
targeted therapeutics, suggesting that the resistance
mechanism in these cases is likely to be due to chang-
es in gene regulation rather than secondary acquired
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mutations. There are many factors that could be me-
diating this reversible acquired resistance phenotype,
the most likely of which would involve alterations in
the expression of small RNAs, alternative splicing of
key transcripts in the MEK/ERK or AKT signaling
pathways, or chromatin-modifying enzymes that alter
DNA methylation or histone modification. Members
of our lab are using genomic and transcriptomic pro-
filing studies to identify the gene regulatory factors
that accompany acquired resistance to BRAF inhibi-
tors. These experimental data sets are fed into custom
algorithms designed to integrate these disparate data
types into a systems-level view of the cellular signaling
pathways that underlic melanoma growth and BRAF
inhibitor resistance.

Small RNA Pathways in Maize

O. Tam [in collaboration with M. Timmermans,
Cold Spring Harbor Laboratory]

The maize genome has remained relatively unexplored
despite the importance of maize as one of the early
genetic model organisms. Preliminary characteriza-
tions of the maize genome and transcriprome suggest
that substantial differences exist, both between maize
ecotypes as well as the well-characterized plant model
Arabidopsis (Springer et al., [2009]; Eveland et al.,
[2010]). Furthermore, these maize inbreds exhibit dra-
matic phenotypic differences in response to mutations
in small RNA biogenesis factors, suggesting extensive
evolution in both small RNA function and activity.
In collaboration with the Timmermans lab, my group
has undertaken a project to characterize the dynamics
of small RNA expression and activity in a variety of
maize tissues and inbreds. The focus of this project
is to determine the small RNA-mediated regulatory
circuits that give rise to inbred-specific phenotypic
diversity both within the maize species and within
the larger group of grasses. Our analysis of maize
trans-acting small interfering RNAs (tasiRNAs), a
group of mobile endogenous 21-nucleotide siRNAs,
has revealed that in maize shoots, tasiRNAs are
generated through just a single genetic pathway and
function solely in leaf development. In contrast, the
many tasiRNAs found in Arabidopsis are processed via
several distinct biogenesis pathways and function in
development as well as pathogen defense. This same
analysis also identified a new class of 22-nucleotide

phased siRNAs, produced by an unidentified pathway
that does not overlap with the tasiRNA biogenesis
pathway. This class of small RNAs is entirely novel,
with no homologs in other sequenced plants and no
defined mechanism for biogenesis or activity. Finally,
only 25% of the known microRNAs (miRNAs) from
Arabidopsis are conserved in maize, leaving a wealth
of novel miRNAs to explore. Members of our lab are
collaborating to provide computational analysis of the
profiles of small RNAs and their targets across maize
ecotypes. Our lab has developed novel algorithms for
the identification of phased small RNAs, for miRNA
gene identification, and for miRNA rtarget interaction
analysis. These algorithms are being applied to deep
sequencing data sets of small RNAs and mRNAs iso-

lated from developing maize tissues.

Transposon Control Systems in Animals

Y. Jin, O. Tam [in collaboration with G. Hannon and
J. Dubnau, Cold Spring Harbor Laboratory]

TDP-43 is an RNA-binding protein that is known to
control proper splicing and translation of many RNA
targets in neurons. Mutation of TDP-43 has been as-
sociated with a variety of neurodegenerative diseases
including ALS, frontotemporal lobar degeneration
(FTLD), and Alzheimer’s disease (AD) (Cohen et al.,
[2011]). However, the normal function of TDP-43 in
neuronal development and maintenance has not been
fully characterized, and few of its mRNA targets have
been definitively associated with the neurodegenera-
tive diseases that result from loss of TDP-43 function
(Da Cruz et al.,, [2011]). In collaboration with the
Dubnau lab, my group has explored the novel hypoth-
esis that TDP-43 normally has a large and hitherto
uncharacterized role in regulating the expression of
transposable elements (TEs), mobile genetic elements
whose unregulated expression leads to genetic insta-
bility as well as cellular toxicity. Members of the Dub-
nau lab have shown that TE transcripts are elevated
upon expression of mutant, aggregate-prone forms of
human TDP-43 in the fly brain and that neurodegen-
eration results from expression of this human TDP-
43 protein. Members of my group have shown that
TDP-43 binds widely to TE transcripts in mammals
and that TDP-43 binding to TEs is lost in human
patients diagnosed with FTLD (Li et al., [2012]),
a disease characterized by TDP-43 proteinopathy.



Although these studies support a role for TDP-43 in
regulating TE expression, our future goals are cen-
tered on defining a causal role for TDP-43-mediated
regulation of TEs in neurodegenerative disease. One
important element of this project will be the identifi-
cation of how TDP-43 interacts with the small RNA
regulators of TE expression known to be involved in
controlling TE mobility. The Dubnau lab is currently
exploring the molecular mechanism behind TDP-
43 function in the fly and mouse model organisms,
where many genetic mutants are available to carefully
describe the factors that mediate TDP-43 involvement
in TE regulation, biogenesis, and activity. My group
is pursuing a parallel approach in close collaboration
with the Dubnau lab to quantify the extent to which
TDP-43 contributes to TE regulation as compared to
its other mRNA targets and the potential contribu-
tion of each function to clinical outcomes.

In a separate collaboration, we work closely with
members of the Hannon lab to better understand the
biological mechanisms of transposon control in ani-
mals. This basic research into the factors that regu-
late transposon activity sets the foundation for un-
derstanding disease processes affected by transposon
misregulation. Most families of TEs are highly dis-
tinct at the primary sequence level and use different
strategies for their propagation, challenging the abil-
ity of host genomes to discriminate transposons from
endogenous genes (Levin and Moran, [2011]). Several
recent studies have indicated that a small RNA-based
innate immune system, the Piwi-interacting RNA
(piRNA) pathway, addresses the challenge of trans-
poson recognition and silencing. In germ cells, pri-
mary piRNAs are loaded into Piwi and Aubergine
to control transposons through a posttranscriptional
mechanism. However, several factors, including Piwi’s
nuclear localization, have suggested that Piwi might
also regulate its targets by controlling their transcrip-
tion. We therefore probed the contributions of Piwi to
transposon silencing in germ cells and in their somatic
support cells using tissue-specific piwi knockdowns.
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Integrated analyses of steady-state RNA levels by
RNA sequencing (RNA-Seq), and measurements of
nascent RNA synthesis using global run-on sequenc-
ing (GRO-Seq), chromatin marks by chromatin im-
munoprecipitation combined with deep sequencing
(ChIP-Seq), and small RNA levels indicated multi-
ple roles for Piwi in the piRNA pathway in both the
germline and the soma. In the soma, our data sup-
port a model where Piwi silences the transcription of
targeted elements, such that transcriptional gene si-
lencing (T'GS) is the dominant form of Piwi activity.
In germ cells, our data revealed that Piwi both acts
via TGS and exerts unexpected impacts on piRNAs
that occupy Aubergine and Ago3, indirectly reducing
the capacity of the entire piRNA pathway to silence
transposons via posttranscriptional gene silencing
(PTGS). These data sets add new complexity to our
understanding of Piwi function, which has primar-
ily been studied for its direct role in PTGS. Ongoing
experiments will seek to understand the mechanisms
by which Piwi contributes to TGS and how Piwi indi-
rectly affects other moderators of PTGS.
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STRUCTURAL BIOLOGY OF NUCLEIC ACID

REGULATORY PROCESSES

L. Joshua-Tor E.Elkayam S.Goldsmith C.-D.Kuhn
A. Epstein  J. Ipsaro C. Kuscu
C. Faehnle M. Jacobs S.-]. Lee

We study the molecular basis of nucleic acid regula-
tory processes by using the tools of structural biology,
biochemistry, and biophysics to examine proteins and
protein complexes associated with these processes.
X-ray crystallography enables us to obtain the three-
dimensional structures of these molecular machines.
Biochemistry, biophysics, and molecular biology
allow us to study properties that can be correlated to
their function and biology.

Mechanisms of RNAi

C. Faehnle, E. Elkayam, J. Ipsaro, C. Kuhn, C. Kuscu,
J. Walleshauser [in collaboration with G.J. Hannon,
R.A. Martienssen, Cold Spring Harbor Laboratory;
J. Partridge, St. Jude Children’s Research Hospital]

RNA interference (RNAi) has made an enormous im-
pact on biology in a very short period of time. Not
only are we still discovering new cellular pathways for
the regulation of gene expression that use these path-
ways, but RNAi has become an extraordinarily use-
ful and simple tool for gene silencing. Almost from
its beginnings, people have used genetics, biochem-
istry, molecular biology, and bioinformatics to study
the mechanism of RNAi and related pathways. We
argued, however, that to get a true mechanistic un-
derstanding of these pathways, we must understand
how the components of the RNAI machinery work at
a molecular level. Therefore, we embarked on struc-
tural, biochemical, and biophysical studies of key pro-
teins in the RNAI pathway.

The Making of a Slicer: Structure and
Activation of Human Argonaute-1

In humans, Argonaute-2 (hAgo2) is the key effec-
tor protein in the RNA-induced silencing complex
(RISC) that was identified as Slicer, the endonuclease
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that cleaves a target RNA when the guide and tar-
get are fully complementary. Besides slicer-mediated
RNAI, hAgos 1-3 are at the heart of nonslicer gene
repression mechanisms involving translational repres-
sion and mRNA destabilization. In this case, par-
tially mismatched miRNAs guide Argonaute to its
target, where the recruitment of downstream silenc-
ing factors commences. Because slicing does not take
place in microRNA (miRNA) silencing pathways,
several mammalian Argonautes have lost their ability
to slice, namely, hAgol and hAgo3. Most perplex-
ing is the fact that despite an intact catalytic site in
hAgo3, it still lacks slicer activity. In addition, hAgo2
can function in both a slicer and nonslicer mode. The
question arises therefore as to whether a nonslicing
conformation exists (for hAgol and hAgo3, e.g.) or
is assumed (by hAgo2). To understand what makes
an active slicer, we set out to characterize the struc-
tural determinants of slicing by comparing structures
of human Argonaute proteins and to make an active
slicer enzyme out of the otherwise inactive hAgol.
We solved the structure of hAgol loaded with endog-
enous Sf9 guide RNA to 1.75 A and in complex with
the tumor suppressor Jer-7 miRNA to 2.1 A. The
structure of hAgol closely resembles the structures
of hAgo2 in complex with guide RNAs that we and
other investigators determined recently. Like hAgo2,
hAgol is composed of the same domain organization
as that of N, PAZ, Mid, and PIWI domains. The
PIWI domain is similar to RNase H-like nucleases
and contains the conserved DEDH catalytic tetrad
required for endonuclease slicer activity. hAgol has
a mutated DEDR active-site tetrad that, upon resto-
ration to DEDH, remains inactive. Instead, through
extensive mutagenesis, we found that mutation of a
leucine to phenylalanine within a loop adjacent to
the active site of hAgol restores slicing activity. We
mutated this loop in the slicer-active hAgo2 and
showed that the integrity of this region is essential for



target slicing. When we coupled this active mutation
in hAgol with an amino domain swap with hAgo2,
the target slicing activity was substantially enhanced.
Conversely, the hAgol amino domain, when swapped
into hAgo2, impaired slicing. Finally, hAgo3, which
already has an intacc DEDH tetrad, becomes an
active slicer by swapping in the amino domain of
hAgo2. These domain-swapping experiments point
to a previously underappreciated function for the
amino domain in Argonaute slicing activity. Intrigu-
ingly, the elements that make Argonaute an active
slicer involve a sophisticated interplay between the
active site and more distant regions of the enzyme.
We continue to investigate the features of Argonaute
that arose from our structural and biochemical work
to further our understanding of Argonaute proteins
in human development and disease.

RNAi and Heterochromatin Formation

RNAI pathways are also used to repress genes at the
transcriptional level by guiding heterochromatin for-
mation. Although we are just beginning to discover
how metazoans use this type of mechanism for tran-
scriptional silencing, these pathways are much better
characterized in plants and fungi, in particular in
Schizosaccharomyces pombe, where heterochromatin is
essential for kinetochore assembly required for proper
segregation of chromosomes during cell division. The
complexes involved in heterochromatization in S.
pombe are fairly well defined, and in most cases, only
one version of each component exists. However, our
understanding of this pathway has not gone much be-
yond the “blobology” stage either. Assembly of centro-
meric heterochromatin requires the RITS complex, a
specialized RISC, that physically anchors small RNAs
to chromatin. It consists of the Argonaute protein
Agol, the chromodomain protein Chpl, a GW-like
protein Tas3, and small interfering RNAs (siRNAs)
derived from centromeric repeats. We previously char-
acterized Chpl’s high-affinity binding to chromatin
and showed it to be critical for establishment of cen-
tromeric heterochromatin. In addition, apart from the
chromodomain, Chpl had no recognizable domains.
Our structure of the carboxy-terminal half of Chpl
with the Tas3 amino-terminal domain revealed the
presence of a PIN domain in Chpl that contributes
to posttranscriptional gene silencing of subtelomeric
transcripts independent of RNAi. We also realized
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that Chpl and Tas3 form a tight complex, and Argo-
naute appears to bind more loosely. We suggested that
Chpl-Tas3 provides a solid and versatile platform to
recruit both RNAi-dependent and -independent gene-
silencing pathways for locus-specific regulation of het-
erochromatin and that the reach of long and flexible
regions in these two proteins might be important for
contacting other nucleosomes at these loci.

The RITS complex recruits the H3K9 methylase
Clr4, which is part of a large complex called CLRC.
CLRC also contains the cullin Cul4 and its interact-
ing protein Pipl, the adaptor Rikl, a WD repeat pro-
tein Dosl, and Dos2. Curiously, CLRC is an active
E3 ligase in vitro, and this activity is necessary for
heterochromatin assembly in vivo. Yet, the role of this
E3 ligase activity is still unknown. We performed a
pairwise interaction screen of the CLRC components
revealing a subunit arrangement that is reminiscent of
CRL4, a different cullin ring ligase complex for which
a crystal structure is available. Both complexes con-
tain the ubiquitin ligase Cul4, and sequence similari-
ties between two other subunits were already noted.
We have begun delineating structural and functional
similarities. In particular, the placement of Dosl indi-
cated that it might have a role similar to that of DDB2
in CRL4, as a target-binding factor for the E3 ligase.
We solved the structure of Dosl and found it to be
an eight-bladed B propeller with one face mediating
interaction with the adaptor protein Rikl. We made a
series of mutations on the opposite surface and found
several regions that are required for heterochromatin
silencing, underscoring the notion that Dosl is the
specificity factor for the ligase.

Figure 1. Structure of human Argonaute-1 in complex with the
tumor suppressor miRNA let-7.
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The Different Faces of E1: A Replicative
Hexameric Helicase

S.-J. Lee [in collaboration with A. Stenlund, Cold Spring
Harbor Laboratory; T. Ha, University of Illlinois,
Urbana-Champaign]

Precise replication of the genome is essential for main-
taining the integrity of genomic information. As a
prerequisite for DNA replication, two complementary
DNA strands are separated and each becomes a tem-
plate for the synthesis of a new complementary strand.
Strand separation is mediated by a helicase enzyme,
a molecular machine that uses the energy derived
from ATP hydrolysis while moving along the DNA.
Our crystal structures of the double-stranded DNA
(dsDNA)-binding domain (DBD) of the replicative
helicase E1 from papillomavirus in various stages of
assembly led us to propose a model in which the tran-
sition from the dimer to the ultimate double hexamer
results in strand separation. The loading and assem-
bly of this protein separate the double helix, such that
each hexameric helicase encircles one strand of DNA.
Once assembled, the helicase uses its ATP-driven
motor to translocate on the DNA or “pump” the sin-
gle-stranded DNA (ssDNA) through the hexameric
ring. Several competing mechanisms for helicase un-
winding were proposed. Having determined a struc-
ture of hexameric E1 with ssDNA discretely bound
in the central channel and nucleotides at the subunit
interfaces, we showed that only one DNA strand
passes through the hexamer channel and that the
DNA-binding hairpins of each subunit form a spiral
staircase that sequentially tracks the DNA backbone.
The nucleotide configurations at the subunit inter-
faces indicate that each subunit sequentially progresses
through ATP, ADP, and apo states, whereas its associ-
ated DNA-binding hairpin travels from the top to the
bottom of the staircase, each escorting one nucleotide

of ssDNA through the channel, as if six hands grab

the DNA and upon ATP hydrolysis and ADP release
pull it through the channel. With this unique look
into the mechanism of translocation of this molecular
machine along DNA, we have focused on mechanistic
aspects of the enzyme in solution.

By taking a multifaceted approach including single-
molecule and ensemble FRET (Férster resonance ener-
gy transfer) methods, we have found that E1 is oriented
with the amino-terminal side of the helicase facing the
replication fork, consistent with the crystal structure.
We also showed that E1 generates strikingly hetero-
geneous unwinding patterns stemming from varying
degrees of repetitive movements that are modulated by
the DNA-binding domain. Furthermore, our studies
found that DNA-binding domain promotes the assem-
bly of E1 helicase onto a forked DNA substrate, acting
as an allosteric effector of the helicase. Taken together,
our studies reveal previously unrecognized dynamic
facets of replicative helicase unwinding mechanisms,
adding another layer of complexity in the workings
and regulation of DNA replication.
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Mechanisms of Constitutive and
Alternative Pre-mRNA Splicing

RNA splicing is required for expression of most eu-
karyotic protein-coding genes. The spliceosome
selects authentic splice sites with very high fidel-
ity, relying on limited sequence information present
throughout introns and exons. In humans, >90% of
genes are expressed via alternative splicing, giving rise
to multiple protein isoforms. The choice of alterna-
tive-splice sites is commonly regulated to alter gene
expression, either tissue-specifically or in response to a
developmental program or to signaling pathways. The
fact that multiple protein isoforms can be expressed
from individual genes demonstrates that the classical
“one gene—one enzyme” paradigm is no longer valid
and provides an explanation for the unexpectedly
small number of protein-coding genes uncovered by
genome-sequencing projects.

Both constitutive and alternative-splicing mecha-
nisms involve numerous protein components, as well
as five noncoding RNA components that are part of
small nuclear ribonucleoprotein (snRNP) particles.
The work in our lab focuses on the identification and
molecular characterization of protein factors and se-
quence elements that are necessary for the catalysis
and fidelity of splicing and/or for the regulation of
alternative-splice-site selection. We are interested in
how the spliceosome correctly identifies the exons on
pre-mRNA, and how certain point mutations in either
exon or intron sequences cause aberrant splicing, lead-
ing to various human genetic diseases. Related areas of
interest include the remodeling of mRNP architecture
as a consequence of splicing, which influences down-
stream events, such as nonsense-mediated mRNA
decay (NMD); the various roles of alternative-splicing

misregulation in cancer; and the development of ef-
fective methods to correct defective splicing or modu-
late alternative splicing, especially in a disease context.
A summary of some of our recently published studies
is provided below.

Alternative Splicing and Cancer

Alternative splicing has an important role in cancer,
partly by modulating the expression of many onco-
genes and tumor suppressors, and also because inac-
tivating mutations that affect alternative splicing of
various tumor suppressor genes account for some of
the inherited and sporadic susceptibility to cancer.
In addition, alternative splicing controls a metabolic
switch characteristic of all cancer cells, known as the
Warburg effect. We have continued to analyze the
roles of individual members of the SR protein family
of splicing factors in cancer.

As part of a systematic analysis of the SRSF1—pro-
tein interaction network, we used immunoprecipita-
tion and quantitative mass spectrometry (i-DIRT) and
found a novel interaction among SRSFI, the ribosom-
al protein RPL5, and the ubiquitin E3 ligase MDM2.
We demonstrated that SRSF1 stabilizes the tumor
suppressor protein p53 by abrogating its MDM2-de-
pendent proteasomal degradation. Moreover, SRSF1
is a necessary component of the complex, which func-
tions in a p53-dependent ribosomal-stress checkpoint
pathway. Consistent with the stabilization of p53,
increased SRSF1 expression in primary human fibro-
blasts decreased cellular proliferation and triggered
oncogene-induced senescence (OIS). These findings
underscore the deleterious outcome of SRSF1 overex-
pression and identified a cellular defense mechanism
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against its aberrant function. Furthermore, they im-
plicated the RPL5-MDM2 complex in OIS and dem-
onstrated a link between spliceosomal and ribosomal
components, functioning independently of their ca-
nonical roles, to monitor cellular physiology and cell
cycle progression.

We also collaborated with Frédéric Allain (ETH,
Zurich), whose group used nuclear magnetic reso-
nance (NMR) to solve the structure of the human
SRSF1  pseudo-RNA-recognition motif (pseudo-
RRMs) bound to RNA. Although pseudo-RRMs
are crucial for the activity of SR proteins that have
one, their mode of action was unknown. The struc-
ture revealed a very unusual and sequence-specific
RNA-binding mode centered on one o-helix, in-
stead of the B-sheet surface, which typically mediates
RNA binding by RRMs. We found that the isolated
pseudo-RRM was sufficient to regulate splicing of
about half of the SRSF1 target genes tested, and the
bound o-helix was required for this function. These
results suggest that SR proteins with a pseudo-RRM
frequently regulate splicing by competing with, rather
than recruiting, spliceosome components, binding
RNA through this unusual RRM.

We also studied another SR protein, SRSF6, and
identified it as a regulator of wound healing and tissue
homeostasis in skin (in collaboration with John Erby
Wilkinson, University of Michigan, Ann Arbor). We
found that SRSF6 is a proto-oncogene frequently
overexpressed in human skin cancer, including ma-
lignant melanomas and basal cell and squamous cell
carcinomas. Overexpressing doxycycline-inducible
SRSF6 ¢DNA in transgenic mice induced epithelial
hyperplasia of sensitized skin (e.g., by shaving) and
promoted aberrant alternative splicing. We observed
severe epidermal thickening and hair-follicle lesions,
which were reversible upon withdrawal of the doxy-
cycline inducer. Skin transplantation experiments to
nontransgenic donor mice showed that the inducible
SRSF6 effects are cell autonomous.

Microarray analysis identified 139 target genes with
SRSF6-induced alternative-splicing changes in skin,
including many genes associated with wound healing.
Focusing on the 7c gene coding for the extracellu-
lar matrix protein tenascin C, we demonstrated that
SRSF6 binds to alternative exons in its pre-mRNA
and promotes the expression of isoforms characteristic
of invasive and metastatic cancer, although this par-
ticular regulatory event is independent of cell type.

SRSF6 overexpression additionally resulted in deple-
tion of LGRG* stem cells and excessive keratinocyte
proliferation and response to injury. Furthermore, we
showed that the effects of SRSF6 in wound healing
assayed in vitro depend on the tenascin C isoforms.
Thus, abnormal expression of this SR protein splicing
factor can perturb tissue homeostasis in skin.

Targeted Antisense Modulation of
Alternative Splicing for Therapy and
Disease Modeling

Spinal muscular atrophy (SMA) is a common, auto-
somal-recessive motor-neuron degeneration disorder
caused by homozygous deletion or mutation of the
survival-of-motor-neuron gene SMNI. A closely re-
lated SMNTI paralog, SMN2, is present in all patients
and differs from SMNI by a C to T transition in exon
7 that causes substantial skipping of this exon, such
that SMN2 expresses only low levels of functional pro-
tein. SMN2 decreases the severity of SMA in a copy
number—dependent manner. We previously developed
an antisense method to increase the extent of exon 7
inclusion during splicing of SMNZ2 transcripts, for
therapeutic use in SMA. This translational research is
being done in collaboration with Isis Pharmaceuticals.
Phase IT open-label clinical trials with the ASO com-
pound, ISIS-SMNy,, are well under way; the drug,
which was administered to SMA infants and children
by lumbar puncture, was well tolerated at all doses
tested, and dose- and time-dependent improvements
in motor function were observed. Double-blind,
placebo-controlled Phase III trials to establish effec-
tiveness are being planned.

We also described the use of another antisense oli-
gonucleotide (ASO) complementary to exon 7 that
exacerbates SMN2 missplicing to phenocopy SMA
in a dose-dependent manner when administered to
SMN2-transgenic Smn™~ mice. Intracerebroventric-
ular ASO injection in neonatal mice recapitulated
SMA-like progressive motor dysfunction, growth
impairment, and shortened life span, with o-motor
neuron loss and abnormal neuromuscular junctions.
These SMA-like phenotypes were prevented by in-
tracerebroventricular (ICV) injection of the above
therapeutic ASO. We uncovered starvation-induced
splicing changes—particularly in SMN2—that likely
accelerate disease progression. These results constitute



proof of principle that ASOs designed to cause sus-
tained splicing defects can be used to induce patho-
genesis and rapidly and accurately model splicing-
associated diseases. This approach, which we dubbed
TSUNAMI (targeting splicing using negative ASOs
to model illness), also allows the dissection of patho-
genesis mechanisms, including spatial and temporal
features of disease onset and progression as well as
testing of candidate therapeutics. By targeting splic-
ing of endogenous genes, the method can potentially
be used to phenocopy diseases in wild-type animals.

We have now used the TSUNAMI approach to
phenocopy adult-onset SMA (known as type IV SMA)
in mice. We again used the above exon-7 ASO to ex-
acerbate SMN2 missplicing and observed distinctive
pathological features of adult-onset versus early-onset
SMA. We demonstrated that ICV ASO injection in
adule SMN2-transgenic mice phenocopies key as-
pects of adult-onset SMA, including delayed-onset
motor dysfunction and relevant histopathological
features. As in the neonate model, SMN2 missplicing
increased during late-stage disease, likely accelerating
disease progression. Systemic ASO injection in adult
mice caused SMN2 missplicing in peripheral tissues
and affected prognosis, eliciting marked liver and
heart pathologies, with decreased circulating insulin-
like growth factor 1 (IGF1) levels. ASO dose-response
and time-course studies suggested that only moderate
SMN levels are required in the adult central nervous
system, and treatment with the splicing-correcting
ASO showed a broad therapeutic time window.

Analyzing Splicing by Next-Generation
Sequencing

A crucial step in analyzing mRNA-Seq data is to ac-
curately and efficiently map hundreds of millions of
reads to the reference genome and to exon junctions.
In collaboration with Chaolin Zhang (Columbia) and
Michael Zhang (University of Texas, Dallas), we de-
veloped OLego, an algorithm specifically designed for
de novo mapping of spliced mRNA-Seq reads. OLego
adopts a multiple-seed-and-extend scheme and does
not rely on a separate external aligner. It achieves high
sensitivity of junction detection by strategic searches
with small seeds (-14 nucleotides for mammalian ge-
nomes). To improve accuracy and resolve ambiguous
mapping at junctions, OLego uses a built-in statistical
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model to score exon junctions by splice-site strength
and intron size. Burrows-Wheeler transform is used in
multiple steps of the algorithm to efficiently map seeds,
locate junctions, and identify small exons. OLego is
implemented in C*" with fully multithreaded execu-
tion, and it allows fast processing of large-scale data.
We systematically evaluated the performance of
OLego in comparison with published tools, using both
simulated and real data. OLego demonstrated better
sensitivity, higher or comparable accuracy, and sub-
stantially improved speed. It also identified hundreds
of novel micro-exons (<30 nucleotides) in the mouse
transcriptome, many of which are phylogenetically
conserved, and we validated them experimentally.
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CELL BIOLOGY OF THE NUCLEUS
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Most cellular processes can trace their beginnings
to the nucleus, where a gene is activated resulting in
the production of an RNA molecule—some of which
encode proteins, whereas others are functional in the
form of RNA. Although much biochemical informa-
tion is available regarding many of the factors involved
in gene expression, the spatial and temporal parameters
that influence gene expression and the role of noncod-
ing RNAs in regulating this multifaceted process are
just beginning to be elucidated. During the past year,
our research has continued to focus on elucidating
various mechanisms of regulating gene expression and
DNA repair and the role of long nuclear retained non-
coding RNAs in development and cancer progression.

Organization and Expression of Genes
in Embryonic Stem Cells and Neural
Progenitor Cells

M. Bodnar, M. Eckersley-Maslin, J. Bergmann

Embryonic stem cells (ESCs) undergo dramatic
changes in transcription, chromatin structure, and
nuclear architecture as they transition from a pluripo-
tent state to a lineage-specific cellular program. To
better understand how the unique ESC nuclear en-
vironment influences pluripotency, and vice versa, we
have focused on the dynamic movements of the Oct4
gene locus during the onset of ESC differentiation.
We have found that the alleles of the Ocz4 gene locus
transiently associate in the nucleus and that the tim-
ing of this allelic association event coincides with the
transcriptional modulation of the Oc#4 gene.
Although differentiating ESCs can partially re-
capitulate embryonic development in vitro, we were
interested in whether the observed Oct4 allelic asso-
ciations that we previously observed at specific time
points after induction to differentiate would also
occur in vivo during early mouse embryo develop-
ment. In the postimplantation mouse epiblast, Ocz4
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expression in the ectoderm/neuroectoderm is down-
regulated in an anterior to posterior manner concur-
rent with neural lineage specification and loss of pluri-
potency, such that by the 6-somite stage (-E8.5), Oct4
expression is largely restricted to primordial germ
cells. We reasoned that if Oc#4 allelic pairing was cor-
related with repression of the Oc#4 gene, high levels
of Ocr4 allelic pairing should be observed in nuclei of
the anterior neuroectoderm where the gene was being
coordinately repressed, whereas lower levels of Ocr4
allelic pairing would be expected more posteriorly
where Oct4 is still expressed. Thus, we assessed the
frequency of Oct4 allelic association in sagittal sec-
tions of late head fold (LHF)-stage mouse embryos,
which were harvested at E7.75 (in collaboration with
David-Emlyn Parfit and Michael M. Shen, Columbia
University Medical Center). Embryos were immuno-
labeled with an OCT4 antibody to identify regions
of the embryo actively expressing the OCT4 protein,
and immunostaining was assessed in three embryonic
regions as indicated: anterior, middle, and posterior.
Next, multicolor DNA FISH (Huorescence in situ
hybridization) was performed, using DNA probes to
Oct4, Sox2, and Nanog gene loci. Distances between
homologous alleles were measured in ectoderm/neu-
roectoderm cells in sections taken from three separate
E7.75 embryos, in at least 100 individual nuclei per
region in each embryo, and the percentage of nuclei
with paired homologous loci was calculated for each
embryonic region. Interestingly, pairing of homolo-
gous Oct4 alleles was observed at roughly equal lev-
els (-25%-30%) in ectoderm/neuroectoderm cells
of all three regions, regardless of the level of OCT4
immunofluorescence observed in each region. When
distances between Nanog and Sox2 alleles were as-
sessed in the same nuclei, allelic associations were
not observed. Because Oct4 allelic pairing is observed
throughout the ectodermal/neuroectodermal layer
at this stage of development, this suggests that Oct4
allelic pairing occurs in embryonic cells as they are



losing pluripotency and transitioning to a range of
differentiated cell lineages in the mouse embryo.

On the basis of these data, we propose a model in
which Oct4 allelic pairing functions to modulate the
expression of the Oct4 gene, thereby facilitating the
transition between the pluripotent state and lineage
commitment. According to our model, in the pluripo-
tent state, Oct4 is transcriptionally active and the Oct4
alleles are separated in nuclear space. Upon induction
of differentiation, ESCs enter a transitional state in
which the alleles of the Oc#4 gene transiently colocalize
in the nucleus, allowing for a transvection-like modu-
lation of Ocz4 gene expression levels as the promoter
and enhancer regions of each Ocz4 allele come in close
proximity with each other. Once the appropriate Ocr4
expression level has been achieved, the cell may exic the
transitional state and progress to lineage commitment.

Monoallelic gene expression describes the tran-
scription from only one of two homologous alleles of a
particular gene. We previously performed an unbiased
RNA-sequencing screen to identify random monoal-
lelically expressed genes taking advantage of a hybrid
ESC line which is an F; cross between C57BL/6 and
CAST/Ei strains, so that the expressed single-nu-
cleotide polymorphisms (SNPs) would reflect from
which allele the transcript is derived. We identified
a 5.6-fold increase from just 67-376 genes exhibiting
random autosomal monoallelic expression during dif-
ferentiation of mouse ESCs to neural progenitor cells
(NPCs), indicating that monoallelic expression is ac-
quired upon lineage commitment. These 376 genes
represented ~3% of expressed genes in NPCs.

During the past year, we examined the impact of
monoallelic expression on the transcriptional output
of each of these genes. We performed linear regression
analysis to compare expression levels of individual
monoallelically expressed genes across the indepen-
dent NPC clones to determine if there was a correla-
tion between the extent of allelic imbalance and total
expression level. Using this approach, we identified 30
monoallelically expressed genes (8%) with evidence
for transcriptional compensation and 54 genes that
followed the dosage of active alleles. The remaining
genes either showed intermediate responses or were
highly variable and so not able to be confidently clas-
sified based on data from six independent clones. We
validated the linear regression analysis by quantitative
reverse transcriptase—polymerase chain reaction (RT-
PCR), confirming transcriptional compensation for

Cancer: Gene Regulation and Cell Proliferation 45

seven out of nine genes (78%) and dosage sensitivity
for seven out of 11 genes (64%) tested. The identi-
fication of transcriptional compensation is intriguing
because it suggests that for these genes, the exact level
of transcript is more critical than for others. Further-
more, it supports a model in which the biological con-
sequences of monoallelic expression are not limited to
reducing transcript levels in the cell, but rather may be
a reflection of the stochastic nature of gene regulation
at independent alleles.

On the basis of our findings, we propose that ran-
dom monoallelic expression exemplifies a stochastic
aspect of gene regulation that takes place upon the ini-
tiation of specific differentiation programs, resulting
in global changes in chromatin compaction and gene
expression. If the probability of gene activation or re-
pression is less than 1 for a particular gene, this would
result in a mixed population of cells containing 0, 1,
or 2 active alleles, which, once established and not det-
rimental to the cell, could be subsequently maintained
across cell generations and propagated clonally. In all
cases, the two alleles are independently regulated with
a low activation probability, possibly due to limiting
accessibility of key activating factors. One outcome of
this independent regulation is that it results in both
monoallelic and biallelic cells in a mixed population.
Indeed, at least one biallelic clone is observed for al-
most all monoallelically expressed genes, consistent
with an independent stochastic regulation model. The
outcome of monoallelic expression for some genes may
be unfavorable if the cell requires a specific level of
transcript that cannot be accommodated for by the
single active allele, thus resulting in cell death. How-
ever, either for those genes for which the exact level
of transcript is not critical or for those that are able to
compensate transcriptionally, monoallelic expression
represents a viable outcome for the cell.

Long noncoding RNAs (IncRNAs) (>200 nucleo-
tides in length) represent a relatively recently studied
class of RNAs for which functional insight is current-
ly available for only a few candidates out of potentially
thousands. The majority of IncRNAs are expressed at
very low levels, some as low as one copy per cell, and
these RNAs generally exhibit poor primary sequence
conservation over evolution. IncRNAs have been im-
plicated in numerous molecular functions, including
modulating transcriptional patterns, regulating pro-
tein activities, serving structural or organizational
roles, altering RNA processing events, and serving as
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precursors to small RNAs. We performed a next-gen-
eration sequencing screen of poly(A)* RNA to identify
putative IncRNAs that are differentially expressed in
mouse ESCs and NPCs. Our goal is to uncover new
mechanisms by which IncRNAs regulate gene expres-
sion, differentiation, and/or nuclear organization. We
identified 334 IncRNAs expressed in ESCs and NPCs.
Of these, 148 were greater than threefold down-regu-
lated and 63 were greater than threefold up-regulated
during differentiation toward NPCs. Of these tran-
scripts, ~70% are enriched in the nucleus, indicating
potential roles in the regulation of gene expression or
nuclear organization. Using stringent criteria, we gen-
erated a short list of 50 presently uncharacterized and
moderately abundant IncRNAs. We are depleting the
levels of these IncRNA in a high-throughput approach
using antisense oligonucleotide (ASO) technology.
Combined with downstream RNA sequencing, we
are generating comprehensive and high-resolution
data of global gene expression patterns in the context
of aberrant IncRNA expression. We have also begun
to characterize these IncRNAs with respect to their
expression in embryonic and adult tissues, as well as
to examine their subcellular localization by RNA fluo-
rescence in situ hybridization protocols with single-
molecule sensitivity. We are also optimizing targeted
IncRNA knock-down in the course of early embryonic
development to assess the potential impact on normal
differentiation processes. Finally, we are working on
establishing ESC-derived cell lines that will allow us
to track the dynamics of selected candidate IncRNP
complexes in living cells, as well as to determine the
composition of specific IncRNP complexes at the pro-
tein level. Our overall aim is to provide a thorough
and comprehensive characterization of individual
IncRNAs to dissect functional interactions of these
RNAs with nuclear proteins and their mechanisms of
action at the molecular level.

Probing the Function of Malat7, an
Abundant Long Noncoding RNA,
That Is Overexpressed in Cancer

G. Arun, S. Diermeier, K.-C. Chang (in collaboration with
M. Egeblad, Cold Spring Harbor Laboratory; J.E. Wilkinson,
University of Michigan Medical School)

IncRNAs, lacking protein-coding capacity, consti-
tute a huge repertoire of gene regulatory molecules.

However, there has been limited genetic evidence to
support the function of IncRNAs in vivo. MALATI
(metastasis-associated lung adenocarcinoma tran-
script 1) is among the most abundant nuclear enriched
IncRNAs. MALATT up-regulation has been correlated
with high metastatic progression and poor prognosis
of human breast, lung, and prostate cancer. MALAT1
is highly conserved, and it exhibits an uncommon 3’
end processing mechanism. In addition to its dysregu-
lation in cancer, its specific nuclear localization and
developmental regulation are suggestive of it having a
critical biological function.

To characterize the role of Malatl in primary lu-
minal B breast cancer and its subsequent metastasis,
we have used the MMTV-PyMT mouse mammary
tumor model. MMTV-PyMT mice exhibit all stages
of the disease from premalignant to distant metasta-
sis. Malat] IncRNA was knocked down in MMTV-
PyMT mice via subcutaneous administration of ASOs
at a dose of 125 mg/kg/wk during a period of 7 weeks,
after which animals were sacrificed and primary tumors
and lungs were removed for histological analyses.
Malat1-ASO treatment resulted in ~60% knock down
in the primary tumor and a significant reduction in
tumor progression rate. Detailed histopathologi-
cal analysis of Malarl-ASO-treated tumors showed
an increase in well-differentiated ductular tumors,
whereas scrambled-ASO-treated tumors progressed
to solid carcinomas. There were structurally normally
organized preinvasive lesions present in the Malatl-
ASO-treated MMTV-PyMT mice, suggesting that
Malat] function is required for the conversion from
the preinvasive to invasive stage. Most interestingly,
a marked decrease was observed in the incidence of
lung metastases, with a reduction of 70%-80% in
the number of metastatic nodules, as compared to an-
imals treated with scrambled ASOs. We are currently
intercrossing MMTV-PyMT mice with our Malatl
knockout mice to develop genetic data to support our
ASO knockdown studies.

To characterize the cellular effects of Malatl knock-
down on cancer cell invasion, we have also generated
mammary “organoids” from MMTV-PyMT primary
tumors. Tumor organoids embedded in Matrigel were
treated with MalarI-ASOs, and the effects on cellular
behavior were followed for 3 days using spinning disk
confocal imaging. In such cultures, Malarl loss did
not affect cellular viability, but a marked reduction
in the invasive properties of the three-dimensional



structures was observed. This in vitro assay now al-
lows us to dissect the molecular mechanisms respon-
sible for the effects of Malatl on cancer cell invasive
properties. Together, our data indicate that Malatl
IncRNA represents a promising therapeutic target for
treatment of metastatic breast cancer.

A Role for JmjD3/Kdmé6B in the Induction
of H3K27me3-Independent Genes
M. Hubner, J. Li

The regulation of gene expression is associated with
modifications at the amino termini of histones associ-
ated with active or silent genes. In particular, silenced
genes are often enriched in trimethylated lysine 27 of
histone H3 (H3K27me3) and Polycomb group pro-
teins. Two proteins with H3K27me3 demethylase ac-
tivity have been identified, Jmjd3 and UTX. It has
been postulated that one or both of these enzymes are
needed to remove the H3K27 methylation mark prior
to the activation of silenced genes.

Through live-cell and immunofluorescence imag-
ing in human cancer cells, we identified the local-
ization of the Jmjd3 protein in heterochromatic foci
and a soluble nuclear pool. Interestingly, the Jmjd3
protein is recruited rapidly (within 5 min) to an ac-
tivated gene locus that is not H3K27-methylated and
it binds transiently to the promoter region of the in-
duced gene. This led us to investigate whether Jmjd3
has a more general role in transcriptional induction
that is independent of its catalytic activity. Analysis of
coimmunoprecipitated proteins by mass spectrometry
indicated that Jmjd3 is associated with proteins of the
MLL4 complex, which is involved in the deposition
of the H3K4 trimethylation mark on activated genes.
Importantly, small hairpin RNA (shRNA)-mediated
depletion of the Jmjd3 protein in human breast can-
cer cells leads to an attenuation of the induction of
estradiol target genes, many of which do not carry the
H3K27me3 mark. Through a rescue experiment with
Jmjd3 point mutants and protein fragments as well
as a small-molecule inhibitor for the catalytic site, we
found that the carboxy-terminal zinc-finger domain
involved in protein—protein interactions, but not the
catalytic activity, is involved in the activation of non-
H3K27-methylated genes. A genome-wide RNA-Seq
experiment in human breast cancer cells revealed two
classes of estradiol target genes: one class of genes
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whose regulation is independent of Jmjd3 and another
class that requires Jmjd3 for full activation. Interest-
ingly, a comparison of these genes with genome-wide
chromatin immunoprecipitation sequencing (ChIP-
Seq) data revealed that most estradiol target genes are
not H3K27 methylated.

These data suggest that in addition to the role of
Jmjd3 in the demethylation and activation of H3K27-
methylated genes, it also has a role in the induction of
non-H3K27-methylated genes. This latter function is
mediated by a multifunctional complex consisting of
Jmjd3 and proteins of the MLL4 complex, which is
involved in chromatin remodeling and transcriptional
induction.

Evaluation of the Effect of DNA Repair
Pathway Choice on Zinc-Finger
Nuclease-Induced Double-Strand Breaks

R.I Kumaran, J. Li

DNA double-strand breaks (DSBs) are the most dan-
gerous class of DNA damage. If DSBs are left unre-
paired, they can result in genomic instability or cell
death. Therefore, cells have evolved complex DNA-
damage response pathways to repair DSBs. In mam-
malian cells, two major and mechanistically distinct
DSB repair pathways are nonhomologous end join-
ing (NHE]) and homologous recombination (HR).
NHE] and HR can be regulated by multiple factors
including cell cycle phase. Although cell cycle regula-
tion of the DSB-repair pathway choice on a single-
copy locus is thought to be restricted to G, phase
for NHE] and to late S/G, phase for HR, it remains
unclear for a multicopy locus. We have investigated
DSB pathway choice by developing and using mul-
ticopy and single-copy DSB reporter cell systems.
Earlier, we have demonstrated that enhanced yellow
fluorescent protein (EYFP)-Rad51 (HR protein) is re-
cruited at a high frequency (90%) to the multicopy
DSB reporter as compared to the single-copy DSB
reporter cell line (20%), upon induction of DSBs by
green fluorescent protein—zinc-finger nucleases (GFP-
ZFNs). This result strongly suggested that donor copy
number could be an important determinant that
could alter pathway choice toward HR. To test this in
the single-copy DSB reporter cell line, which did not
have a fluorescent reporter readout for gene correction,
we have used a molecular approach, by examining the
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sequence alterations at the ZFN-induced DSB. In the
absence of donor and upon induction of DSB, NHE]-
induced repair will result in indels at the ZFN target
site. However, in the presence of the donor template
(which has isogenic codon substitutions, to exhibit a
five-nucleotide sequence variation at the mutant ZFN
site), when HR repair occurs, the ZFN site in the
genome of the reporter cell line will incorporate the
five-nucleotide variant sequence. For molecular analy-
sis, the reporter cells were electroporated with ZFNs
in the presence/absence of donor or with increasing
donor concentrations. Then, genomic DNA was iso-
lated after 24 or 72 h and PCR-amplified to generate
a 400-bp product flanking the ZFN rtarget site. The
PCR products were barcoded and sequenced using
the PacBio SMRT technology. Initial observation of
PacBio sequence data indicates that the HR frequency
increases with increasing donor copy number.
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MOLECULAR BIOLOGY OF PAPILLOMAVIRUSES

A. Stenlund S. Schuck

The papillomaviruses are a group of viruses that infect
and transform the basal epithelium, inducing prolif-
eration of the cells at the site of infection. The resule-
ing tumors (warts) are in most cases benign and will
usually regress after some time, but certain types of
human papillomaviruses (HPVs) give rise to tumors
that are prone to progress toward malignancy, espe-
cially frequently cervical carcinoma. Indeed, HPV
infection appears to be a necessary cause of invasive
cervical carcinoma and thus represents one of the few
firmly established links between viral infections and
the development of cancer.

An impediment to the study of papillomaviruses
has been the inability to define simple in vitro cell cul-
ture systems for analysis of the viral life cycle. These
viruses normally require specialized differentiating
cells that only with difficulty can be generated in cell
culture. However, for a bovine papillomavirus (BPV-
1) a convenient cell culture system exists where viral
gene expression, oncogenic transformation, and viral
DNA replication can be studied. Thus, BPV has be-
come a useful model for these aspects of the viral life
cycle. The DNA replication properties of the papil-
lomaviruses show some unique and interesting char-
acteristics. As part of their normal life cycle, these vi-
ruses can exist in a state of latency, which is character-
ized by maintenance of the viral DNA as a multicopy
plasmid in infected cells. The copy number of the
viral DNA is tightly controlled, and the viral DNA is
stably inherited under these conditions. Papillomavi-
ruses therefore provide a unique opportunity to study
plasmid replication in mammalian cells. In addition,
the viral DNA replication machinery represents one of
the most promising targets for antiviral therapy.

In previous years, we reported the characterization
of the papillomavirus replicon and the identification
of the viral components that are required for viral
DNA replication. In recent years, we directed our at-
tention toward the biochemical events that are associ-
ated with initiation of DNA replication. We are study-
ing the biochemical properties of the viral E1 and E2
proteins and how these two proteins interact with the
viral origin of DNA replication and with the cellular

replication machinery to generate initiation com-
plexes. Our studies demonstrate that the E1 protein
has all of the characteristics of an initiator protein,
including ori recognition, DNA-dependent ATPase
activity, and DNA helicase activity. The transcription
factor E2, whose precise function has remained more
elusive, appears to serve largely as a loading factor for
El. Through direct physical interactions with both E1
and the ori, E2 provides sequence specificity for the
formation of the initiation complex.

We are currently attempting to elucidate how the
El and E2 proteins orchestrate the precise biochemi-
cal events that precede initiation of DNA replication
at the viral ori. These events include binding of the
initiator to the ori, the initial opening of the DNA du-
plex (melting), and the assembly and loading of the E1
replicative helicase at the replication fork. Our studies
so far indicate that these activities are generated in an
ordered process that involves the sequential assembly
of E1 molecules on the ori. This sequential assembly
generates different complexes with different properties
that in turn recognize ori, destabilize the double helix,
and function as the replicative DNA helicase.

Phosphorylation by the Protein Kinase CK2
Regulates the DNA-Binding Activities of the
Papillomavirus E1 and E2 Proteins

The viral E1 and E2 proteins are site-specific DNA-
binding proteins that recognize specific binding sites
in the viral genome and together control viral gene ex-
pression and viral DNA replication. E2 binds to mul-
tiple binding sites in the E2-dependent enhancer and
activates or represses viral gene expression, whereas E1
binds to a small cluster of sites in the origin of DNA
replication (ori) and prepares the ori for initiation of
DNA replication. E1 also functions as the replicative
DNA helicase. The viral life cycle consists of at least
two distinct stages. In the latent stage, the early viral
genes are expressed and the viral DNA is replicated
at a low level. In the vegetative stage, the late viral
genes (such as the capsid proteins) are also expressed,
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the viral DNA is replicated at a very high level, and
new virus particles are assembled. It is believed that
the transition from the latent stage is controlled by
the differentiation of the infected cells and likely in-
volves changes in cellular gene expression. However,
the precise signals that trigger the switch to vegetative
replication are unknown.

We wanted to determine whether phosphorylation
of the viral E1 protein has a role in the viral life cycle.
It is well established that E1 can be phosphorylated by
the protein kinase CK2 in vitro. To determine what
the effects of such phosphorylation events were, we
subjected recombinant El, purified from Escherichia
coli, to CK2 phosphorylation and tested the protein
in various in vitro assays related to initiation of DNA
replication. Interestingly, CK2 phosphorylation of E1
resulted in loss of sequence-specific DNA binding. To
map the phosphorylation sites responsible for inactiva-
tion, we tested the amino-terminal half of E1 (E1, 5g),
which contains the E1 DNA-binding domain (DBD),
for binding with or without phosphorylation. This
fragment was also inactivated for DNA binding, dem-
onstrating that the inactivating sites are present in the
amino-terminal half of E1. In collaboration with Dr.
C. Ruse (CSHL Proteomics facility), we performed
mass spectrometric analysis of E1 phosphorylated by
CK2 in vitro and identified multiple phosphorylation
sites in the amino-terminal domain, each of which was
individually capable of inactivating E1 DNA binding.
Interestingly, no phosphorylation sites were present
in the E1 DBD, demonstrating that phosphorylation
events outside the E1 DBD inactivate DNA binding.
Consistent with this result, the isolated E1 DBD could
not be inactivated by CK2 phosphorylation. Inspired
by this result, we next examined the effect of CK2 on
the E2 protein. Previous studies have indicated that
CK2 phosphorylation affects the halflife of E2. In-
stead, we found that similar to the effect on E1, CK2
phosphorylation resulted in complete loss of E2 DNA-
binding activity. Also as in El, the phosphorylation
sites responsible for the inactivation of DNA binding
are located outside the E2 DBD, demonstrating that
the inactivation of the DBD is not caused by direct
phosphorylation of the DNA-binding surface.

To determine precisely what role CK2 phosphory-
lation of E1 and E2 has in the viral life cycle, we mu-
tated all of the CK2 sites in the amino terminus of E1
and the two sites in E2 in the context of the papillo-
mavirus genome. We then tested the mutant genomes

for viral DNA replication and transformation in a cell
culture system that represents the latent stage of the
viral life cycle. The phosphorylation site mutations in
E2 showed a greatly increased level of viral DNA rep-
lication and also increased the morphological trans-
formation as measured by focus formation, indicating
that phosphorylation at these sites has an important
role in the viral life cycle. Surprisingly, however, the
phosphorylation mutations in the amino terminus of
El had no obvious phenotype. We believe that this
lack of a phenotype indicates that phosphorylation of
E1 likely has a role during the vegetative stage of the
viral life cycle.

A Dynamic Look at DNA Unwinding by the
E1 Replicative Helicase

Hexameric helicases perform functions conserved
throughout evolution, including unwinding the DNA
double helix during replication. Despite their promi-
nent roles in biology, some of the basic aspects of these
helicases, such as whether they use a strand exclusion
mechanism or whether they translocate along double-
stranded DNA, have been subjects of considerable de-
bate. Viral replicative helicases, such as SV40 large-T
antigen (Tag) and papillomavirus E1, have provided
the opportunity to study some of these basic features
largely because of their homohexameric architecture.
These viral helicases form double hexameric (DH)
structures on their respective origins of DNA replica-
tion and unwind the DNA bidirectionally. It is well
established that E1 can form hexamers with helicase
activity on single-stranded DNA (ssDNA), and in the
structure of the hexameric E1 helicase with ssDNA,
the orientation is such that the amino-terminal part
of the polypeptide is closest to the 5 end of the DNA.
Given that E1 is a 3’-5" helicase, this would mean
that the hexamers translocate with the amino termi-
nus leading and that the two hexamers have to pass
each other in order to unwind DNA. Although this
is a very clear result, earlier electron microscopy data
from Tag has indicated that perhaps the DH unwinds
DNA in a manner fundamentally different from that
of the hexamer. These data suggested that the DH
encircles double-stranded DNA (dsDNA) and uses
a pumping mechanism for unwinding. In collabora-
tion with L. Joshua-Tor at CSHL and Taekjip Ha at
the University of Illinois, we set out to distinguish



between these possibilities. We first demonstrated,
using fluorescence resonance energy transfer (FRET)
analysis with fluorescent labels on the DNA and on
the protein, that the orientation of ssDNA relative to
El is the same in solution as was observed in the E1
structure. Second, we wanted to distinguish between
models where one or two strands pass through the
DH ring. It has been shown that some hexameric he-
licases can displace streptavidin bound to a biotinyl-
ated template in the process of unwinding. We used
this ability to determine whether one or both strands
pass through the hexameric ring. We assembled the
double trimer (DT) on an ori containing a strepta-
vidin on either the 5" end or 3" end. The DT can
be converted to a DH, which then unwinds the ori,
generating ssDNA. Under these conditions, we could
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observe displacement of the 5" streptavidin but not
of the 3’ streptavidin, effectively ruling out a mech-
anism where both strands pass through the central
channel of the DH and proving that E1 uses a strand
exclusion mechanism for unwinding by both the E1
hexamer and DH.
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DNA REPLICATION AND CHROMATIN INHERITANCE

B. Stillman W. Gao N. Kara S. Ni
M. Hossain  A. Mazurek Y.-J. Sheu
J. Jansen S. Nandi P. Wendel

Replication of the genome in eukaryotes has been
the focus of this laboratory for 35 years at Cold
Spring Harbor Laboratory. During that time, we
have progressed from a very superficial understand-
ing of how the DNA double helix within each chro-
mosome is duplicated to detailed insights into both
the mechanism and control of this complex process.
In particular, studies in recent years have focused
on understanding the initiation of DNA replication
that is orchestrated by the origin recognition com-
plex (ORC), an ATPase machine that loads other
proteins onto DNA prior to actual DNA synthesis.
ORC and its associated proteins, the Cdc6 ATPase
and the Mcm2-7 hexamer with its chaperone Cdtl,
establish a prereplicative complex (pre-RC) at each
origin of DNA replication during the G, phase of
the cell division cycle. We have reconstituted pre-RC
assembly in vitro with purified proteins and are now
investigating the structure of various complexes that
are formed during pre-RC assembly and the next
steps that load the DNA polymerases and other pro-
teins that actually replicate the DNA. A key event
during pre-RC assembly is the formation of a double
hexamer of the Mcm2-7 complex, with each hexamer
destined to become part of the active DNA helicase
at the DNA replication fork. We have also studied
how pre-RC assembly and activation to form two
replication forks at each origin are regulated during
the cell division cycle.

Dbf4-Cdc7 Control of Pre-RC Assembly
and Origin Utilization

During each cell division cycle, DNA synthesis in
eukaryotic cells starts from multiple replication ori-
gins of DNA replication that are scattered along each
chromosome. Replication from each origin only oc-
curs once, thereby ensuring uniform duplication of
DNA across the entire genome. The spatial and tem-
poral control of initiation of DNA replication and
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the subsequent DNA synthesis at replication forks are
both highly regulated by a number of protein kinases
that ensure genome integrity. The protein kinases
include the cyclin-dependent protein kinases cyclin
E/CDK2 and cyclin A/CdK2 in human cells and the
related CIb5/Cdc28 in yeast. Other investigators have
shown that CIb5/Cdc28 phosphorylate two proteins,
Sld2 and Sld3, that then bind the Dpbll protein;
somehow this trimeric complex facilitates activation
of the Mcm2-7 double hexamer to convert into active
DNA helicases.

A second protein kinase, the Dbf4-dependent Cdc7
kinase (DDK), is known to phosphorylate Mcm2-7
hexamer subunits, particularly Mcm4 and Mcm?2.
Previous studies from this laboratory have shown that
DDK binds to a domain within the Mcm4 protein and
phosphorylates an unstructured region of Mcm4 near
its amino terminus. DDK phosphorylation of Mcm4
is required for the initiation of DNA replication, and
removal of the phosphorylation sites in Mcm4 allows
yeast to proliferate in the absence of DDK. Thus, the
only essential activity of DDK is to inactivate an in-
trinsic inhibitor of the initiation of DNA replication
that resides in the Mcm4 subunit, a part of the Mcm2-
7 double-hexamer structure.

In the past year, we have performed a comprehen-
sive analysis of the patterns of origin activation, rep-
lication fork progression, and checkpoint responses
in cells under replication stress. DNA replication was
monitored by pulse labeling nascent DNA strands
and then isolating them and sequencing the entire
DNA, thereby mapping replicated regions of the ge-
nome. The addition of hydroxyurea, an inhibitor of
the enzyme ribonucleotide reductase that is essen-
tial for production of the dNTP precursors for DNA
synthesis, causes replication forks to slow down con-
siderably. At the same time, dNTP depletion trig-
gers Rad53 kinase-mediated checkpoint signaling
that then prevents the activation of pre-RCs at ori-
gins that have not yet fired (so-called late origins).
The studies showed that the Mcm4 amino-terminal



domain, which is intrinsic to the replicative heli-
case, integrates multiple kinase signaling pathways
to control various aspects of the genome duplication
process. DDK and CDK both target the structurally
disordered serine/threonine-rich
domain (NSD) of Mcm4. Using whole-genome rep-
lication profile analysis and single-molecule DNA
fiber analysis, the results suggested that under rep-
lication stress, the temporal pattern of origin acti-
vation and DNA replication fork progression were
altered in cells with mutations within two separate
segments of the Mcm4 NSD. The proximal segment
of NSD (closer to the ATPase domain of Mcm4) re-
siding next to the DDK-docking domain mediated
repression of late origin firing by checkpoint signals,
because in its absence, late origins were activated de-
spite an elevated DNA-damage checkpoint response.
In contrast, the distal segment of the NSD at the
very amino terminus of Mcm4 had no role in the
temporal pattern of origin firing but had a strong
influence on replication fork progression and on
checkpoint signaling (Fig. 1). Both fork progression
and checkpoint response were regulated by the phos-
phorylation of the canonical CDK sites at the distal
NSD. Together, the data suggest that the eukaryotic
MCM helicase contains an intrinsic regulatory do-
main that integrates multiple signals to coordinate
origin activation and replication fork progression
under stress conditions.

The studies suggest mechanisms by which eu-
karyotic cells modulate the pattern of replication in
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Figure 1. The structure of the Mcm4 subunit of the Mcm2-7
hexameric helicase showing the amino-terminal nonstructured
domain (NSD) that is a target for multiple protein kinases that
regulate DNA replication.
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response to environmental conditions through the rep-
licative helicase.

In other studies related to the function of the ORC
and the pre-RC assembly apparatus, we have contin-
ued to investigate the structure and function of the
ORC subunits in human cells. We have previously
shown that the Orc2 and Orc3 subunits localize to the
kinetochores of centromeres during mitosis in human
cells. More recently, we have shown that both of these
subunits form a complex with the BubR1 checkpoint
protein kinase that controls the attachment of micro-
tubule spindles to kinetochores. BubR1 is part of a
checkpoint process that ensures that the kinetochores
of all duplicated sister chromatids are attached to
spindles directed to both poles of the mitotic spindles
apparatus so that the sister chromatids can be evenly
segregated to both poles of the dividing cell. The as-
sociation of Orc2 and Orc3 with BubR1 requires the
protein kinases cyclin B/CDKI1 and PLK1, both regu-
lators of progression through mitosis. Current efforts
are designed to determine the function of the Orcl
and Orc3 interaction with BubR1.

DDX5, a Regulator of Cell Proliferation
in Leukemia Cells

Our laboratory has previously demonstrated that the
DDXS5 protein is required for the E2F1-dependent ex-
pression of DNA replication genes in a subset of epithe-
lial cancers, notably 25% of breast cancer cells. DDX5
was identified via a genetic screen for proteins that are
required for DNA replication in epithelial cells. Sur-
prisingly, DDX5 was the only one required in a sub-
set of cancer cells and not in normal cells, and in the
cells in which it is essential, the DDX5 gene was either
amplified or overexpressed. More recently, in collabo-
ration with Drs. Scott Lowe (formerly at CSHL and
now at Memorial Sloan-Kettering Cancer Center) and
Chris Vakoc, a series of human and mouse acute my-
eloid leukemia (AML) cell lines were tested for depen-
dence of AML cell proliferation on DDX5 expression.
Depletion of DDX5 caused apoptosis in the leukemia
cells (different from the induced senescence in DDX5-
sensitive breast cancer cells), and examination of the
mechanism revealed the induction of reactive oxygen
species (ROS) in these cells. Gene expression (RNA-
Seq) analysis, in collaboration with Dr. Jesse Gillis,
of the RNA isolated from cells that had either normal



54  Research

DDX5 expression or DDX5 depletion demonstrated
that genes associated with metabolism of glucose were
selectively inhibited in the absence of DDX5. Block-
ing ROS accumulation with the oxygen radical scav-
enger N-acetyl-L-cysteine prevented apoptosis. DDX5-
induced apoptosis was also blocked by overexpression
of the BCL2 anti-apoptotic regulator, and inhibition
of BCL2 with the anticancer drug ABT-737 enhanced
the effect of depleting DDX5, suggesting that combina-
tion therapy might be a valuable approach to treating
chemotherapy-resistant AML.

The results with both epithelial breast can-
cer cells and AML in mice showed that inhibiting
DDX5 might be a good strategy for anticancer therapy,
particularly in combination with drugs that enhance
apoptosis. The next question asked was how to deter-
mine the effect of depleting DDX5 in normal cells in
the body—that is, are there any side effects of depleting
DDXS5 in an adult animal? The reason why this was of
concern is that DDX5 knockout mice die during early
embryogenesis, but the effect of depletion in adult
mice was not determined. Using doxycycline-regulated
small hairpin RNAs (shRNAs) that were expressed in
all tissues of mice, it was demonstrated that inhibition
of DDX5 in normal tissues of the adult mouse did not
have any phenotypic consequences. Thus, combina-

tion therapy of AML with inhibition of DDX5 may

be safe and effective. The pathology analysis of these
mice depended on analysis by Dr. John E. Wilkinson,
our collaborating pathologist from the University of
Michigan Cancer Center.
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CHROMATIN AND TRANSCRIPTIONAL REGULATORY
MACHINERIES AS CANCER DEPENDENCIES

C.R. Vakoc J. Milazzo

J. Minder

S. Kawaoka
F. Mercan

A. Bhagwat
A.Hohmann

Cancer cells exploit the chromatin regulatory ma-
chinery to maintain oncogenic transcriptional pro-
grams. This is particularly evident in leukemia, a he-
matopoietic cancer where genes encoding chromatin
regulators often function as driver oncogenes and/or
tumor suppressors. Hence, many forms of leukemia
can be considered a direct consequence of deregulated
chromatin signaling. In our laboratory, we investigate
how chromatin regulatory proteins participate in the
pathogenesis of cancer.

Mechanistic Studies of Brd4, a Chromatin
Reader and Drug Target in Leukemia

F. Mercan, K. Palacios-Flores, J. Roe, C. Shen, J. Shi,

Y. Xu [in collaboration with B. Nelson, Cold Spring
Harbor Laboratory; R. Young, Massachusetts Institute
of Technology, Boston; J. Bradner, Harvard Medical
School, Boston]

Original studies from our laboratory in 2011 identi-
fied the BET (bromodomain and extra-terminal) bro-
modomain protein Brd4 as a leukemia dependency
and drug target in acute myeloid leukemia. In 2013,
Brd4 inhibitors entered Phase-1 clinical trials in leu-
kemia patients. A major focus of our current work is
to define the disease-relevant molecular mechanism
of Brd4 function in leukemia. We have pursued this
question using a host of genetic and biochemical ap-
proaches and have made substantial progress in defin-
ing a “Brd4 pathway” composed of critical cis- and
trans-acting components that fuel uncontrolled cell
growth in leukemia.

One area of focus has been to define the key css-
elements used by Brd4 to regulate its important
target genes in leukemia cells. Using chromatin im-
munoprecipitation followed by deep sequencing, we
completed a genome-wide survey of Brd4-occupied
sites along the leukemia genome. One remarkable
observation from these studies has been the realiza-
tion that a number of Brd4-dependent genes possess

C. Shen
J. Shi

K. Palacios-Flores
J. Roe

E. Wang
Y. Xu

large clusters of distal enhancer elements that exhibit
profound occupancy of Brd4. These large clusters of
enhancers, recently termed superenhancers, appear
to be the functionally relevant mode of Brd4-depen-
dent gene regulation. For example, the Myc gene is
among the most Brd4-dependent in its expression
and the Myc locus possesses one of the largest Brd4
superenhancers in the leukemia genome. We have
performed extensive experiments to assign Myc as
the relevant target gene of this distal superenhancer,
which required chromosome conformation capture
technology (3C and 4C). Interestingly, the Myc su-
perenhancer closely corresponds to a region found
previously as a site of recurrent focal amplification in
leukemia patients. These experiments substantially
clarify the mechanism of transcriptional regulation
performed by Brd4 to support leukemia mainte-
nance.

An additional area of investigation has been to
identify the critical lysine acetyltransferases that gen-
erate docking sites for Brd4 on chromatin. Through
a genetic screening approach, we pinpointed the
acetyltransferase enzyme p300 as the critical up-
stream recruiter of Brd4 at many of its critical target
genes. Pharmacological inhibition of p300 catalytic
activity results in severe displacement of Brd4 from
chromatin. Having pinpointed the catalytic activity
of p300 as crucial for Brd4 recruitment to chroma-
tin, ongoing studies aim to determine the critical
substrates of p300 that facilitate Brd4 recruitment.
On the basis of specific patterns of Brd4 chromatin
immunoprecipitation sequencing (ChIP-Seq), we are
focusing our analysis on hematopoietic transcription
factors as potential acetylated factors that support
Brd4 recruitment.

Another area of mechanistic investigation has been
the identification of candidate effectors of Brd4 (i.e.,
interacting partners of Brd4 that facilitate transcrip-
tional activation). Through immunoprecipitation
mass-spectrometry analysis, we have found a litany
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of Brd4-associated proteins. By filtering of candidates
through genetic criteria of having critical roles in leu-
kemia maintenance, we were led to the Nsd3 protein.
Nsd3 is a SET-domain-containing histone H3K36
methyltransferase that is not currently well-studied.
We found that Nsd3 is recruited to the majority of
Brd4-occupied enhancers in the genome. In ongoing
studies, we are trying to dissect the molecular mecha-
nism through which Nsd3 promotes Brd4 function
at superenhancers.

Currently available small molecules that target
Brd4, even those in current clinical trials, lack speci-
ficity and inhibit all members of the BET bromodo-
main family (Brd2, Brd3, and Brdt). Furthermore,
these small molecules also lack selectivity among
the two Brd4 bromodomains. Hence, it is likely that
the therapeutic index of Brd4 inhibitors could be
improved upon by achieving a greater degree of se-
lectivity among the BET family. We have sought to
explore this question using protein engineering as a
means to generate highly selective probes that inhibit
individual bromodomains in the BET family. Using
phage display, we have generated specific short pep-
tides (selected among random libraries) that can se-
lectivity bind to the bromodomains of Brd4 and can
compete with acetyl-histone binding. Remarkably,
we have identified specific peptides that can discrim-
inate between the two bromodomains of Brd4. We
will continue to develop these approaches to generate
highly specific probes that be genetically introduced
into cells to define the ideal means of targeting Brd4
in vivo to maximize the therapeutic index of this

approach.

Role of the SWI/SNF Chromatin
Remodeling Complex in Cancer
Pathogenesis

A.Hohmann, J. Shi, J. Milazzo, J. Minder [in collaboration
with D. Spector and L. Joshua-Tor, Cold Spring Harbor
Laboratory; R. Young, Massachusetts Institute of
Technology, Boston]

Cancer cells frequently depend on chromatin regu-
latory activities to maintain a malignant phenotype.
Using nonbiased small hairpin RNA (shRNA) screen-
ing of chromatin regulator dependencies in cancer, we
have discovered that leukemia cells require the mam-
malian SWI/SNF chromatin remodeling complex

for their survival and aberrant self-renewal potential.
Although Brgl, an ATPase subunit of SWI/SNE, is
known to suppress tumor formation in several cell
types, we found that leukemia cells instead rely on
Brgl to support their oncogenic transcriptional pro-
gram, which includes Myc as one of its key targets.
To account for this context-specific function, we dis-
covered a cluster of lineage-specific enhancers located
1.7 Mb downstream from Mpyc that are occupied by
SWI/SNF as well as the BET protein Brd4. Brgl is re-
quired at these distal elements to maintain transcrip-
tion factor occupancy and for long-range chromatin
looping interactions with the Myc promoter. Notably,
these distal Myc enhancers coincide with a region
that is focally amplified in ~3% of acute myeloid leu-
kemias. Together, these findings define a leukemia
maintenance function for SWI/SNF that is linked to
enhancer-mediated gene regulation, providing general
insights into how cancer cells exploit transcriptional
coactivators to maintain oncogenic gene expression
programs.

A major unanswered question raised by our find-
ings is how SWI/SNF can have these dual roles both
in tumor protection and in tumor formation. We
hypothesize that the answer lies in the polymor-
phic nature of SWI/SNF complexes, which can
be formed from a variety of constituent subunits
to generate highly diverse complex assemblies. We
are currently performing genetic screens that aim to
define specific SWI/SNF subunits that are linked
to tumor maintenance, but which lack tumor pro-
tective functions. We aim to direct our therapeutic
approaches to target such subunits in future drug
discovery efforts.

A Mediator Complex of Oncogenic
Signal Transduction
A. Bhagwat

The major focus of this project is to evaluate the
Mediator complex as a therapeutic target in acute
myeloid leukemia (AML). Cancer cells are often
dependent on aberrant transcriptional programs
to maintain their tumorigenic state. Therefore,
rationale exists to therapeutically target oncogen-
ic transcription factors. A major obstacle in this
pursuit arises from the structure of DNA-binding



transcription factors, which generally lack the deep
hydrophobic pockets that are amenable to small-
molecule-based inhibition. As an alternate strategy,
we have undertaken efforts to target transcriptional
coactivators, which have already revealed promis-
ing opportunities for drug discovery (e.g., Brd4).
To advance this idea, we are evaluating the Media-
tor complex, a critical coactivator that relays regu-
latory signals from sequence-specific transcription
factors to the core transcriptional machinery. We
hypothesize that targeting individual subunits of
Mediator will provide a means of interrupting the
function of select oncogenic transcription factors.
Using a functional genetic approach, we have pin-
pointed the Med12, Med13, Med23, and Med24
subunits of Mediator as being selectively required
for leukemia proliferation, whereas other subunits
are more generally required for cell proliferation.
This project will focus on evaluating the mecha-
nism of addiction of AML to these Mediator sub-
units. This will entail cellular, transcriptional, and
epigenomic characterization of Mediator function
in AML, as well as an in vivo exploration of Med12
function.

Histone H2B Ubiquitin Ligase RNF20
as an Oncogenic Cofactor for
MLL Fusion Proteins

E. Wang [in collaboration with R. Roeder,
Rockefeller University]

MLL-fusions are potent oncogenes that initiate ag-
gressive forms of acute leukemia. As aberrant tran-
scriptional regulators, MLL-fusion proteins alter gene
expression in hematopoietic cells through interac-
tions with the histone H3 lysine 79 (H3K79) meth-
yltransferase DOTI1L. Notably, interference with
MLL-fusion cofactors such as DOT1L is an emerging
therapeutic strategy in this disease. We have identi-
fied the histone H2B E3 ubiquitin ligase Rnf20 as an
additional chromatin regulator that is necessary for
MLL-fusion-mediated leukemogenesis. Suppressing
the expression of Rnf20 in diverse models of MLL-
rearranged leukemia leads to inhibition of cell pro-
liferation, under tissue culture conditions as well as
in vivo. Rnf20 knockdown leads to reduced expres-
sion of MLL-fusion target genes, including Hoxa9
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and Meisl—effects resembling DOTIL inhibition.
Using ChIP-Seq, we found that H2B ubiquitina-
tion (H2Bub) is enriched in the body of MLL-fusion
target genes, correlating with sites of H3K79 meth-
ylation and transcription elongation. Furthermore,
Rnf20 is required to maintain local levels of H3K79
methylation by DOTIL at Hoxa9 and Meisl. These
findings support a model whereby cotranscriptional
recruitment of Rnf20 at MLL-fusion target genes
leads to amplification of DOT1L-mediated H3K79
methylation, thereby rendering leukemia cells depen-
dent on Rnf20 to maintain their oncogenic transcrip-
tional program.

Chromatin Reader Protein
TRIM33 Regulates Cell Survival
in Therapy-Resistant Acute
Lymphoblastic Leukemia

S. Kawaoka [in collaboration with Y. Suzuki,
University of Tokyo]

We have recently extended our epigenetic screening
platform into the aggressive blood cancer acute lym-
phoblastic leukemia of B-cell origin (B-ALL). This
disease model is driven by the BCR-ABL oncogene
and is associated with a dismal prognosis. We evalu-
ated the role of all chromatin regulators in the pro-
liferation of these leukemia cells and have pinpoint-
ed a TRIM domain containing protein (TRIM33)
in the pathogenesis of this disease. TRIM33 protein
acts to support survival of B-ALL cells largely by re-
pressing tissue-specific enhancer function. Notably,
knocking down expression of TRIM33 has minimal
effects on heterologous cell types. We have recently
completed genome-wide studies evaluating chroma-
tin occupancy of TRIM33 in B-ALL and are ex-
panding these studies into other cell lineages. From
this work, we hope to gain a general model for how
TRIM33 governs leukemia-specific transcriptional
regulation.
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CANCER: GENETICS

Gregory Hannon is a pioneer in the study of RNA interference (RNAI), a process in which
double-stranded RNA molecules induce gene silencing. Hannon and colleagues have elucidated
key elements of the RNAi machinery. During the past several years, the Hannon lab has focused
on the roles of small RNAs in germ cells, which tend to have the most elaborate set of small
RNA pathways of any cell type. They have discovered an essential role for small RNAs, called
Piwi-interacting RNAs (piRNAs), that are critical for proper oocyte development and guard the
genome against transposable elements. This year, the lab conducted two screens, one in the fruit
fly germline and another in somatic cells, to search for new components of the pathway that gen-
erates piIRNAs. They identified dozens of genes that are required for piRNA production, offering
insight into how germ cells ensure genomic integrity. The Hannon lab also strives to understand
the biology of cancer cells, with a focus on breast and pancreatic cancer. They have led the way
in using RNAI to study cancer biology and genetics, generating libraries of short-hairpin RNAs
(shRNAs) that have been widely applied in gene-silencing studies. These libraries can then be
used to identify new therapeutic targets for specific disease subtypes. In addition, they are explor-
ing the roles of small RNAs as oncogenes and tumor suppressors and using genetic approaches to
understand the biology of resistance to currently used cancer therapies. Another research thrust
of Hannon’s team exploits the power of next-generation sequencing to understand the biology of
the mammalian genome. Their efforts range from the identification of new classes of small RNAs
to understanding human evolution and diversity, including an emphasis on the evolution of the
epigenome and its role in driving cell-fate specification.

Alea Mills is studying genetic pathways important in cancer, aging, and autism, identifying the
genetic players and determining how aberrations in their functions culminate in human disease.
Through innovative use of a technique called “chromosome engineering,” the Mills group discov-
ered that one of the most common genetic alterations in autism—deletion of a 27-gene cluster on
chromosome 16—causes autism-like features in mice. These autism-like movement impairments
can be identified just days after birth, suggesting that these features could be used to diagnose
autism. Mills has also used chromosome engineering to identify a tumor suppressor gene that
had eluded investigators for three decades. The gene, called Chd5, was shown by Mills to regulate
an extensive cancer-preventing network. This year, the Mills lab uncovered how Chd5 acts as a
tumor suppressor: It binds to a protein found within chromatin to turn specific genes on or off,
halting cancer progression. The epigenetic role of Chd5 in development, cancer, and stem-cell
maintenance is currently being investigated. The Mills lab is also studying p63 proteins, which
regulate development, tumorigenesis, cellular senescence, and aging in vivo. They succeeded in
halting the growth of malignant tumors by turning on production of one of the proteins encoded
by the p63 gene, called TAp63. TAp63 also exerts other protective effects. This year, the Mills lab
generated a mouse model which allowed them to find that TAp63 is required to prevent a genetic
disorder, known as EEC (ectrodactyly-ectodermal dysplasia cleft lip/palate syndrome), which is
characterized by a cleft palate and major deformities of the skin and limbs in infants. In addition,
they recently discovered that a different version of p63, called ANp63, reprograms stem cells of the
skin to cause carcinoma development—the most prevalent form of human cancer. Modulation of
these proteins may offer new ways to treat human malignancies in the future.

Scott Powers” work focuses on gene alterations that cause cancer and factors that influence re-
sponses to specific anticancer drugs. His lab uses technologies that probe the entire genome to
identify candidate cancer genes and evaluate their functional role in cell transformation and
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tumor biology. They also use whole-genome technologies to guide development of novel cancer di-
agnostics and therapeutics. Using DNA copy number analysis, the Powers group pinpoints novel
amplified oncogenes and then applies functional studies to address the mechanisms by which they
are implicated in oncogenesis. They have successfully applied this approach in breast, liver, colon,
and lung cancers. Powers has also had an important role in the development of a distinctive CSHL
approach to functional study of cancer genes. Called integrative oncogenomics, it is a rapid, large-
scale screen for genes that are deleted or amplified in human cancers and suspected of being tumor
suppressors, in the case of deletions, or oncogenes, in the case of amplifications.

Michael Wigler’s work provides a new paradigm for understanding and exploring human disease.
The Wigler lab studies human cancer and the contribution of new mutation to genetic disorders.
The cancer effort (with James Hicks, Alex Krasnitz, and Lloyd Trotman) focuses on breast and
prostate cancers. It involves collaborative clinical studies to discover mutational patterns predict-
ing treatment response and outcome and the development of diagnostics to detect cancer cells in
bodily fluids such as blood and urine. The major tools are single-cell DNA and RNA analysis. The
single-cell methods, which are in development, are also being applied to problems in neurobiol-
ogy (with Josh Huang and Pavel Osten) to characterize neuronal subtypes, somatic mutation, and
monoallelic expression. The Wigler lab’s genetic efforts are a collaboration with Ivan Iossifov and
Dan Levy, and this team focuses on determining the role of new mutations in pediatric disorders.
In a large-scale population sequencing project with W. Richard McCombie and the Genome
Sequencing Center at Washington University in St. Louis, and supported by the Simons Founda-
tion, the team has proven the contribution of this mechanism to autism. The work further suggests
a relationship between the mutational targets in autism and the process of neuroplasticity that lies
at the heart of learning. Smaller-scale population studies of congenital heart disease and pediat-
ric cancer (collaborations with scientists at Columbia University and Memorial Sloan-Kettering
Cancer Center, respectively) also point to new mutation as a causal factor in these disorders.



RNA INTERFERENCE MECHANISMS AND APPLICATIONS
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Our lab continues to focus on three distinct areas.
First, we study RNA biology, with a focus on non-
coding RNAs. In particular, we are interested in a
conserved pathway that protects animal germ cell ge-
nomes against parasitic genetic elements. Second, we
study the roles of noncoding RNAs in cancer, mainly
breast cancer, and use small RNAs as tools to uncover
tumor-specific vulnerabilities as potential therapeutic
targets. Third, we develop technologies, mainly in the
areas of mammalian genetics and genomics. Histori-
cally, we have had a particular focus on using next-
generation sequencing to study epigenetic regulation,
to identify disease-associated genes, and to help in the
establishment of new model organisms.

Fred Rollins left and completed his M.B.A., and
Stephanie Shaw and Andres Canela moved on to
greener pastures. Assaf (Gordy) Gordon, who had be-
come a fixture in the computational world at CSHL,
decided to leave the world of science; however, after a
short stint in chilly Canada, he moved back to Boston
to work with former student Yaniv Erlich. Antoine
Molaro took his special style of science to the West
Coast as a postdoc at the Hutch, Poppy Gould moved
back to the UK. as a graduate student, and Yicheng
Luo joined former postdoc Alexei Aravin’s lab. Marte
Andres Terre became a student in sunny California,
and we also said good-bye to undergraduates Jorge
Ruiz and Jessica Oberheim.

We were joined this year by several undergradu-
ates: Eugene Seah, who will remain as a grad student,
and Elvin’s Spanish helpers Sara Gutierrez Angel
and Mar Soto Ruiz de la Torre, both of whom will
join graduate programs in Europe. Jiagi Gu took on
the difficult job of focusing Yang Yu, and Osama El
Demerdash stepped in to fill Gordy’s very large shoes.
A selected set of laboratory projects are described in
detail below.

E. Harrison M. Mosquera E.Seah Jun Wen

E. Hodges J. Preall M. Soto Ruiz de la Torre
M. Keane C. Rebbeck V. Vagin

S. Knott N. Rozhkov E. Wagenblast

M. Kudla E. Rozhkova K. Wasik

E. Lee L. Sabin Y. Yu

A. Maceli S. Sau X.Zhou

A Novel Technology for the Recovery
of Biomolecules

D. Bressan

This past year, I have been in the process of complet-
ing the development of a novel technology for the re-
covery of biomolecules, namely, proteins and their as-
sociated nucleic acids, from spatially restricted areas in
heterogeneous tissue samples. The method, which we
named laserTAG, is based on the interaction between
a protein tag fused to a cellular protein of interest and
a light-activatable ligand, specific for the tag, that is
attached to it only following light irradiation. The li-
gand is functionalized with a group allowing the af-
finity purification of the labeled complex. We used
this system to perform chromatin pull-down from
heterogeneous cell cultures and profile chromatin
structure through analysis of the histone-associated
DNA. Additional work is currently under way to im-
prove the performance of the technique as well as to
develop additional applications.

RNAIi as a Path to Target Discovery
for Breast Cancer Treatment
K. Chang

Genome-Scale Screening Approach. Breast cancer
is a heterogenecous disease that can be clinically cat-
egorized into three therapeutic subgroups: estrogen
receptor (ER) positive, HER2 amplified, and triple
negative (basal-like). The ER-positive (most diverse
and numerous) and the Her2-amplified subgroups
account for 80%—85% of all human breast cancers,
whereas patients diagnosed with the triple-negative
subtype have the most aggressive form of the dis-
ease and often have poor prognosis. Our goal is to
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apply genome-wide, loss-of-function RNA interfer-
ence (RNAI) screens in cell culture to uncover vul-
nerabilities of breast cancer cells in all subtypes and
discover genes and pathways that modify responses to
targeted therapies (lapatinib, trastuzumab, tamoxifen,
and estrogen deprivation) for de novo and acquired
resistance. We have been using both established and
novel preclinical models from collaborators (includ-
ing Dennis Slamon, University of California, Los
Angeles, and Rachel Schiff, Baylor College of Medi-
cine) to conduct RNAI screens in order to identify
novel therapeutic targets/drugs that can be translated
to the clinic. This study is funded by the Stand Up
to Cancer (SU2C) foundation and the N'WCRA
(National Women’s Cancer Research Alliance)/EIF
(Entertainment Industry Foundation).

Through a collaborative effort with Dr. Stephen
Elledge (Harvard Medical School), we have complet-
ed 34 genome-wide screens (28 screens in the Hannon
lab and six screens in the Elledge lab) representing all
three therapeutic treatment classes. To date, 17 of
the 28 CSHL RNAI screens have been deconvoluted
(deep sequenced), and sequencing of the remaining
screens is ongoing. Various vulnerabilities have been
identified for the Her2-positive and hormone-recep-
tor-positive breast cancer subtypes as well as modifiers
of trastuzumab resistance.

Focused RNAi Screens Using an In Vivo Ap-
proach. Three-dimensional culture systems mim-
icking the spherical organization of breast epithelial
cells recapitulate much of the morphogenetic pro-
grams of mammary development and thus are useful
tools to address how breast cancer cells survive in a
more physiological context than in two-dimensional
cell culture. Although these are valuable tools to gain
insight into mammary gland biology during normal
and cancer development, we aim to study the behav-
ior of breast cancer cells in a more natural environ-
ment. To this end, we are developing RNAI screens
in vivo using cells derived from human primary
tumors engrafted into immunocompromised mice.
We have acquired patient tumor-derived xenografts
(PDXs) from Dr. Alana Welm (University of Utah)
and are expanding these PDXs in vivo to obtain suf-
ficient quantities of tumor cells for in vivo screen-
ing. On the basis of collaborative studies with the
Dr. Charles Sawyers lab (Memorial Sloan-Ketter-
ing Cancer Center), data supports the notion that

subpopulations of cells within a tumor could enrich
stochastically during tumorigenesis. This poses a
problem for RNAI screens in solid tumors by ham-
pering target identification. Thus, we have embarked
on a study to gain a deeper understanding of tumor
heterogeneity in breast PDX cells by tracking tagged
subpopulations of tumor cells during primary tumor
establishment and metastasis. This study will provide
the basis for developing a more optimized approach
to RNAI screening of clinical samples in vivo.

Molecular Characterization of piRNA
Biogenesis in Drosophila
B. Czech

The Piwi-interacting RNA (piRNA) pathway pro-
vides a sophisticated defense mechanism that protects
the genetic information of animal germ cells from the
deleterious effects of molecular parasites such as trans-
posable elements. This conserved small RNA silenc-
ing system consists of Piwi-clade Argonaute proteins
and their associated 24-28-nucleotide RNA-binding
partners, the piRNAs. piRNAs typically descend
from acute transposon mobilization events and from
piRNA clusters, which provide a genomic memory
of ancestral transposon activity, through the coordi-
nated activity of several processing factors. Alchough
a candidate nuclease, called Zucchini, has been identi-
fied, the precise mechanism that converts transposon
and cluster transcripts into mature piRNAs remains
largely elusive.

We have recently performed a reverse genetic
screen that aimed to find all genes that participate
in piRNA-mediated genomic defense. Follow-up ex-
periments have revealed a number of previously un-
known factors that are crucial for piRNA biogenesis.
Through genetic experiments combined with high-
throughput sequencing, we identified two proteins,
termed GASZ and PIMP, that are essential for the
production of piRNAs from cluster transcripts. In-
terestingly, both proteins share their cellular localiza-
tion on the outer surface of mitochondria with the
presumed nuclease Zucchini. Using genetic, molecu-
lar, and biochemical approaches, we are currently
dissecting the specific roles of each of these factors
individually, as well as their interplay, in order to fully
understand the molecular mechanism of the piRNA
processing machinery.



Mouse Mammary Glands
C. Dos Santos

During the past few years, we have sought to define
the changes in DNA methylation and gene expression
that are induced by pregnancy in the mouse mam-
mary gland. We investigated how pregnancy-induced
changes control normal mammary gland development
and how these modifications could protect from breast
cancer development. We have found that pregnancy
brings about profound epigenetic remodeling, alter-
ing the character of well-defined cell types within the
mammary gland. Most relevant is that these epigen-
etic modifications persist as a long-term memory in
the mammary epithelium, even after the signals from
pregnancy are long gone. Many of the pregnancy-asso-
ciated changes in DNA methylation encompass STAT-
binding sites. Thus, changes in STAT transcription-
factor-regulated gene expression might contribute to
long-term changes in cancer risk. We are currently
validating genes that presented pregnancy-associated
changes at DNA methylation levels and expression lev-
els with regard to their ability to prevent mammary
gland cell transformation in vitro and in vivo.

A Role of Germline PIWI Proteins and
piRNAs in Cancer
D. Fagegaltier

PIWTI proteins are detected in several human and
mouse tumors, yet no direct link has been established
between cancer and a piRNA response to genome insta-
bility. In a STARR Cancer Consortium collaboration,
we have derived a large collection of immortalized cell
lines from Drosophila embryos expressing an activated
oncogene or mutant for a tumor suppressor gene. The
comparison of their transcriptomes provides a com-
prehensive view of how genomes coordinate their ge-
netic and epigenetic responses to acquire a transformed
state under the stress of specific oncogene and tumor
suppressor-activated signaling pathways. We identified
cell lines expressing a complete piRNA machinery in-
cluding Aubergine (AUB) and Argonaute3 (AGO3),
proteins known to amplify the piRNA response ex-
clusively in ovarian germ cells. The piRNA pathway
in these cell lines is fully functional: Long transcripts
derived from the major somatic piRNA cluster fla-
menco are processed into characteristic piRNAs that
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eliminate transcripts made from transposable elements
(TEs). Similar to the situation in germ cells, piRNA
production is abolished, and TE transcripts are affect-
ed following the depletion of the major RNA nucleases
and cofactors of PIWI (Zucchini or Armitage), but
not AUB or AGO3. However PIWI-bound piRNAs
present signatures that distinguish these fly cancer
cells from both somatic follicle cells (OSS) and germ
cells: The piRNAs originate in part from clusters not
active in OSS cells, and the bidirectionally transcribed
piRNA cluster at 42AB, typical of germ cells, remains
inactive. This work suggests the exciting possibility of
a functional role for the piRNA pathway in cancer and
identifies Ras and Hippo as two major signaling path-
ways upstream of the response. The in vitro system
will be an invaluable tool to characterize the role of the
piRNAs in cancer and in the long term may provide a
therapeutic target.

Role of Small RNAs in Mouse
Spermatogenesis

1. Falciatori

Small RNAs are particularly important during mouse
spermatogenesis. Both microRNAs (miRNAs) and
piRNAs are expressed in the male germline, and sper-
matogenesis is defective in any situation in which one
of these pathways is affected.

We identified an X-linked miRNA cluster highly
and specifically expressed in the male germline. To
determine its role during different stages of spermato-
genesis, we aim to produce a conditional knockoutand
several Cre transgenic mouse lines. We engineered a
bacterial artificial chromosome (BAC)-targeting con-
struct in which the miRNA cluster is surrounded by
LoxP sites. However, our attempts to produce targeted
embryonic stem cells (ESCs) by regular homologous
recombination have so far failed. We therefore turned
to the recently developed CRISPR engineering tech-
nology, which harbors the potential to improve target-
ing efficiency. We are currently trying to target the
cluster in mouse ESCs using this technology. We have
already produced transgenic lines expressing the Cre
recombinase in different stages of germ cell develop-
ment, and are currently testing the specificity of Cre
expression using a fluorescent reporter mouse line. Ex-
periments to test the effect of overexpression of this
miRNA cluster in ESCs are also under way.
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piRNAs and piwi proteins are part of a defense
mechanism that acts during embryonic development
to limit the mobility of TEs in the germline. As part
of this mechanism, Miwi2 regulates TE expression
level by inducing DNA methylation of their promot-
ers. However, the precise molecular and biochemical
mechanism by which Miwi2 is able to direct the DNA
methylation is currently unknown. Miwi2 is only ex-
pressed in germ cells during a very short window of
embryonic development, making biochemical studies
in this system particularly challenging. To overcome
this hurdle, we are taking two different approaches.
First, we are trying to develop an in vitro system to
produce high numbers of embryonic germ cells by dif-
ferentiation from mouse or human ESCs. This will
allow us not only to have ready access to a high num-
ber of embryonic germ cells, but also to use shRNA
technologies to pinpoint possible intermediate players
in the DNA methylation mechanism. As an alterna-
tive strategy, we produced transgenic mouse lines in
which a Miwi2-GFP (green fluorescent protein) fusion
is expressed under the control of the Miwi promoter.
Miwi is expressed starting at meiosis and is associated
with a class of piRNAs (meiotic piRNAs) that differ
in origin and sequence from those usually associated
with miwi2. The ectopic expression of miwi2 in mei-
otic and postmeiotic germ cells increases the number
and accessibility of cells expressing miwi2. It can also
give insights into the targeting mechanism for DNA
methylation because miwi2 should now be directed
to ectopic locations by its association with the meiotic
piRNA. So far, for all the lines we produced, the mice
look healthy and fertile. We are currently testing the
distribution of miwi2-GFP in the different transgenic
lines. We will select two different lines to confirm
the association with meiotic piRNAs and analyze the
genome-wide DNA methylation to establish whether
methylation gets introduced in unusual locations
under the direction of the meiotic piRNAs.

Asterix Is Essential for Transcriptional
Silencing of Transposons in the
Drosophila Germline

P.M. Guzzardo, F. Muerdter

piRNAs, together with Piwi-clade Argonaute pro-
teins, constitute an evolutionary conserved, germline-

specific small RNA silencing system. The piRNA

pathway is implicated in gene silencing, particularly of
repetitive elements, as well as germline differentiation
and maintenance of germline stem cells. Accordingly,
mutations in Piwi almost universally lead to steril-
ity and germ cell loss. In our current understanding,
nuclear Piwi silences transposable elements at the level
of transcription by inducing formation of repressive
chromatin over transposon loci. However, it is unclear
what other factors are involved in this process.

In a genome-wide RNAIi screen in Drosophila ovar-
ian cells, we identified asterix, a gene that is indis-
pensable for repression of endogenous retroelements.
In vivo follow-up experiments revealed that knock-
down of asterix (CG3893) led to elevated transpo-
son transcript levels that were only paralleled by dis-
ruption of core components of the piRNA pathway.
Nevertheless, mature piRNA populations remained
unchanged, hinting toward a specific role in the ef-
fector step of the piRNA pathway. Indeed, disruption
of asterix function leads to loss of repressive histone
marks over transposon loci and massive up-regulation
of their transcriptional activity. This points toward a
central role of asterix in the Piwi-associated silencing
complex.

Functional Analysis of Ectopic Germline
Gene Expression in Cancer
A.D. Haase

Considerable similarities between germ cell develop-
ment and tumor progression have long been observed:
Cancer cells, like germ cells, struggle in a complicated
balance between genomic stability and flexibility;
both are considered immortal, and analogous to the
migration of germ cells, cancer cells metastasize. To
ensure genomic stability, germ cells use specialized
RNAI pathways that silence transposons. At the core
of these pathways are PIWI proteins and their associ-
ated small RNAs. Recent studies revealed expression
of PIWI pathway components outside of the germline
in various cancers, strengthening earlier observations
of ectopic germline gene expression in cancer. Such
germline genes are potentially ideal targets for diagno-
sis, therapy, and vaccination because of their restricted
physiological expression and unique immunogenic
properties. In collaboration with the laboratories of
Dr. Gurinder Atwal (CSHL) and Dr. Robert Darnell,
we initiated a project with the aim of systematically



investigating ectopic germline signatures and their
functions in oncogenesis, through a multidisciplinary
approach combining computational, molecular and
biomedical methodologies. First, we will assemble a
compendium of functional germline gene networks
and characterize cancer/germline signatures compu-
tationally. Second, we will investigate the function
and molecular mechanisms of piRNA pathways in
cancer. Based on the importance of small RNA silenc-
ing pathways in development and disease and the vital
function of piRNA pathways in the germline, we an-
ticipate uncovering a novel layer of gene regulation in
cancer. Third, we will elucidate the function of germ-
line signatures in glioblastoma in vivo and evaluate
their clinical potential. Overall, this work will provide
comprehensive identification and characterization of
functional germline signatures in cancer with the aim
of identifying candidate vaccine antigens, diagnostic
markers, and therapeutic targets.

The Role of miRNAs in Mouse Embryonic
Stem Cell Differentiation
M. Kudla

miRNAs are part of the posttranscriptional control
mechanism inhibiting protein synthesis. The roles of
particular miRNAs in the regulation of developmen-
tal processes have been studied extensively; however,
the global image encompassing all interactions is still
elusive. We focused our efforts on the embryonic stem
cell differentiation process in a widely studied model
of differentiation toward the neuronal progenitor cells.
Thanks to the novel HITS-CLIP (high-throughput
sequencing—cross-linking immunoprecipitation) tech-
nology applied to our research problem, we were able
to obtain snapshots of the miRNAs acting on their
transcriptome targets during key differentiation steps.
Strict and conservative statistics provides backing to
our list of candidate sites located in many embryonic
stem cell transcripts. Functional analysis of the gene
targets provides evidence for neuronal function-specif-
ic miRNA rtargeting. Validation of the gene list against
the external coexpression data set confirms progression
of the miRNA targeting from nonspecific to highly
brain-specific in neuronal progenitor cells. The unrav-
eled extent of this functional regulation shows the im-
portance of miRNA activity that forms a complex layer
of regulation through its network-like effects.
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Designation of piRNA Cluster Transcripts
in the Drosophila Ovary
J. Preall

Transposon silencing in the Drosophila germline is a
function of a specialized genomic immune system
called the piRNA pathway that utilizes small RNAs
to program a gene-silencing response targeted at harm-
ful genetic elements. piRNA production is fueled by
genomically encoded piRNA clusters that are tran-
scribed and converted into 23-29-nucleotide short
RNAs incorporated into PIWI-family proteins. Thus
far, three proteins have been implicated in the produc-
tion of piRNAs specifically from a specialized family
of dual-stranded clusters: Rhino, Cutoff, and Dead-
lock. T have shown that the collapse of dual-strand
cluster-derived piRNAs caused by the loss of any of
these factors is accompanied by a dramatic decline in
the fidelity of the piRNA biogenesis machinery. In
these backgrounds, piRNA production is still robust,
but it shifts to use aberrant precursors, including a sub-
set of ovarian mRNAs and endo-siRNA loci. In addi-
tion, I have identified a novel factor that participates in
this process and exhibits phenotypes similar to Rhino,
Curoff, and Deadlock. Cytological evidence suggests
that these four proteins function as a complex that sits
directly atop piRNA clusters in the nucleus, where they
facilitate the channeling of nascent transcripts into the
cytoplasmic piRNA production machinery.

The Role of Long Noncoding RNAs in
Normal Hematopoiesis and Malignant
Transformation

L. Sabin, M.J. Delas Vives

Precise control of gene expression is achieved through
multiple layers of regulation that influence the tran-
scriptional and epigenetic states of genomic loci. Long
noncoding RNAs (IncRNAs) have recently emerged
as a novel class of molecules with regulatory potential.
However, ascribing clear functional and biological
roles to these noncoding transcripts has been chal-
lenging. Although the function of most IncRNAs
remains unknown, many of the IncRNAs that have
been characterized have roles in transcriptional and
epigenetic regulation of gene expression and may act
by physically recruiting epigenetic modifiers and other
protein complexes to target genomic loci.
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One developmental process that requires coor-
dinated regulation of gene expression is hematopoi-
esis. During hematopoiesis, hematopoietic stem cells
(HSC:s) differentiate to generate both the myeloid and
lymphoid lineages of blood cells. Importantly, the ma-
lignant transformation of various hematopoietic lin-
eages leads to the development of several forms of leu-
kemia and lymphoma, and the disruption or misregu-
lation of epigenetic modifications is a common feature
of cancer cells. Therefore, we are studying the func-
tion of IncRNAs in the murine hematopoietic system,
with the aim of identifying IncRNAs that have critical
roles in the epigenetic control of gene regulation. In
particular, we hope to uncover IncRNAs responsible
for regulating the processes of tumorigenesis, stem cell
self-renewal, and differentiation. To this end, we have
used high-throughput sequencing of various cell types
within the murine hematopoietic lineage. In total,
we have performed transcriptome sequencing of 26
samples, which include HSCs, as well as normal and
transformed cells from both myeloid and lymphoid
lineages.

To identify IncRNAs important in the mainte-
nance or progression of leukemia, we are using a
mouse model of AML, which is driven by the onco-
gene MLL-AF9, a common fusion protein found in
human AML. MLL-AF9 leukemia cells can be ma-
nipulated and studied in culture, but they can also
be injected into recipient animals to induce leukemo-
genesis. Therefore, we are using short hairpin RNA
(shRNA) knockdown technology to determine which
candidate IncRNAs have important biological roles in
leukemia both in vitro and in vivo. We have verified
that IncRNAs can be depleted by shRNA-mediated
RNAI and have developed competitive proliferation
assays with MLL-AF9 leukemia cells in vitro and in
vivo. These assays are amenable to large-scale screen-
ing efforts. Therefore, we have compiled a catalog of
the IncRNAs that are expressed most abundantly in
MLL-AF9 leukemia cells (859 candidates) and are
building an shRNA library that individually targets
each of these candidates. While the comprehensive
shRNA library is being sequence-verified, we are cur-
rently performing a smaller-scale in vivo screen of
the top 120 highest-priority candidates. Using RNAi
knockdowns of candidate IncRNAs in our in vivo
competitive proliferation assay, we aim to identify
IncRNAs that are important in leukemogenesis and
will validate hits both in vitro and in vivo. We hope

that this work will provide important insights into
IncRNA function in the epigenetic control of gene ex-
pression during normal hematopoiesis and malignant
transformation.

In addition to our studies of AML, we also aim to
uncover novel IncRNAs involved in HSC self-renewal
and differentiation. Despite having been studied for
decades, the low abundance and complex physiologi-
cal niche of HSCs in animals make these stem cells a
challenging experimental model. We have established
in the lab a unique in vitro culture system that al-
lows us to expand HSCs for several weeks by cocul-
turing them with endothelial cells, one of the essential
cell types present in their physiological niche. These
HSCs are able to fully reconstitute hematopoiesis
when injected into lethally irradiated mice, which
provides ultimate proof of their functionality. We can
use this coculture system to study the role of IncRNAs
in HSC self-renewal and differentiation using an in
vitro assay, which reduces the experimental time. The
candidate IncRNAs that will be tested in this loss-
of-function assay are currently being selected using
the transcriptome sequencing data, and we are test-
ing several shRNA delivery vectors to obtain optimal
IncRNA knockdown in HSCs. To further character-
ize the functionality of promising candidates, we can
quickly transition to the in vivo model using bone
marrow reconstitution assays. We hope to understand
how these molecules participate in the regulation of
gene expression during hematopoietic regeneration.

RNF17 Prevents Promiscuous Activity
of PIWI Proteins in Mouse Testes
V.V. Vagin, K.A. Wasik

PIWT proteins and their associated piRNAs protect
germ cells from the activity of mobile genetic elements.
Two classes of piRNAs—primary and secondary—
are defined by their mechanisms of biogenesis. Pri-
mary piRNAs are processed directly from transcripts
of piRNA cluster loci, whereas secondary piRNAs
are generated in an adaptive amplification loop,
termed the ping-pong cycle. In mammals, piRNA
populations are dynamic, shifting as male germ cells
develop. Embryonic piRNAs consist of both primary
and secondary species and are mainly directed toward
transposons. In meiotic cells, the piRNA population
is transposon-poor and restricted to primary piRNAs



derived from pachytene piRNA clusters. The transi-
tion from the embryonic to the adult piRNA pathway
is not well understood. Here we show that RNF17
shapes adult meiotic piRNA content by suppressing
the production of secondary piRNAs. In the absence
of RNF17, ping-pong occurs inappropriately in meiot-
ic cells. Ping-pong initiates piRNA responses not only
against transposons, but also against protein-coding
genes. Thus, the sterility of RNF17 mutants may be a
manifestation of a small RNA-based autoimmune re-
action. Our data indicate that RNF17 constitutes one
component of a licensing mechanism that prevents
deleterious activity of the meiotic piRNA pathway, re-
stricting the loading of PIWTI proteins to products of
meiotic piRNA clusters.

A Molecular Framework for
Understanding DCIS
E. Wagenblast

Ductal carcinoma in situ (DCIS) is the most common
type of noninvasive pre-breast cancer in women. It re-
fers to regions of proliferating cancer cells within the
milk ducts of the breast and is believed to be the pre-
cursor of invasive ductal carcinoma (IDC). The aim of
this study is to evaluate the biology of human DCIS
through transcriptome sequencing (RNA-Seq). We
are using our next-generation sequencing expertise to
generate gene expression profiles from single DCIS and
IDC lesions and assay them for oncogenic signaling
and adaptive immune responses. We are also analyzing
the gene expression signature from the surrounding
stroma, which may hold the key to determining
whether disease progresses to invasive carcinoma.

We have established a collaboration with the Duke
SPORE breast tumor bank, which contains core
needle samples from 1700 patients including cases of
pure DCIS tumors. These tissue samples are cut into
10-pm-thick sections, and individual lesions and stro-
mal compartments are dissected and collected using a
laser-capture microscope. Total RNA from dissected
individual DCIS lesions are converted to double-
stranded ¢cDNA and sequenced using the Illumina
next-generation sequencing platform.

We obtained preliminary transcriptomes for ~100
samples derived from normal tissues, stromal tissues,
DCIS, and IDC lesions. Each of these samples was
prepared from ~-50-100 cells. Hierarchical clustering
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revealed that nearly all DCIS samples in our data set
clustered closely together. As we are increasing the
number of samples, we are confident that we will be
able to identify molecular subtypes of DCIS, includ-
ing benign DCIS lesions.

Exploring the Functions of Thermus
Thermophilus Argonaute Protein
X.Zhou

Argonaute proteins are essential components in eu-
karyotic RNAI pathways. They are also found in a
large number of prokaryotic organisms. However, the
functions of prokaryotic Argonaute remain unclear.
My goal is to understand the function of argonaute
protein in the thermophile Thermus Thermophilus. In
the absence of Ago, plasmid transformation and inte-
gration efficiency increases by ~10-fold, suggesting the
important role of Ago in defense against foreign genetic
invasion. Characterization of small nucleic acids shows
global reduction of small RNA, including small RNA
from the invading DNA sequence. Interestingly, we
observe enrichment of sequences from invading DNA.
Besides, another defense system in the CRISPR system,
is differentially expressed as the expression level of Ago
is altered. Further examination is required to under-
stand the link between Ago and CRISPR.
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TRACKING DOWN CANCER CELL BY CELL

J. Hicks ]. Alexander

F. Ambrosio

N. Anaparthy H. Cox
T. Baslan M. Riggs

Our laboratory is focused on developing technolo-
gies for the rapid molecular profiling of clinical can-
cer samples, with the primary goal of understand-
ing the cellular complexity of cancer initiation and
progression, and through these studies to discover
and implement molecular biomarkers into clinical
practice. The ultimate goal of this work, the achieve-
ment of “precision medicine,” will match the right
therapies with the right patients at the right time.
To this end, our group has established collaborations
with oncologists and pathologists at clinical cancer
centers across the country in order to apply molecu-
lar analysis, in particular, next-generation DNA se-
quencing (NGS) and copy number variation (CNV)
analysis, to profile cancer at its most fundamental
level, the single cell.

NGS technologies have revolutionized the study
of human cancer genetics. The ability to characterize
complete cancer genomes has led to the identification
of a rogues’ gallery of frequently mutated cancer genes
and previously unknown genomic rearrangements,
both of which can be used in combination to identify
patients for response to new families of targeted can-
cer therapies. Although many large consortium stud-
ies designed to identify the specific mutations in thou-
sands of cancer samples are under way world-wide,
our application of NGS has been focused on a related
but separate property: the genomic heterogeneity of
cancer. Once cancer is initiated, it begins to evolve
through rapid and random reorganization of the genes
and chromosomes, making each individual cancer a
nearly unique disease. Using an NGS technique de-
veloped through our close collaboration with Mike
Wigler’s laboratory (Navin et al., [2011]; Baslan et al.,
[2012]), we have created the opportunity to track ge-
netic evolution in tumors at the single-cell level and to
use genetic markers to track cancer cells as they move
through the body. Moreover, we have the opportunity
to apply this approach not only to tumors, but also to
tissues where only a very small number of cancer cells
might be hiding, as in the bloodstream, bone marrow,
urine, or lymphatic fluid.

A. Stepansky

Single-Cell Profiling of Circulating
Tumor Cells

Nearly all patients suffering from advanced cancer
have a small number of cancer cells in their circula-
tion that are apparently shed from the primary or
metastatic sites. These rare “circulating tumor cells”
or CTCs can be detected by differential staining for
specific protein markers that distinguish them from
tens of millions of white blood cells in a typical blood
sample. Once detected and isolated, the genetic pro-
files of these cells provide a novel window into the
deep recesses of metastatic cancer and a noninvasive
means to understand how cancer evolves and becomes
resistant to anticancer drugs in real time in patients
undergoing treatment. It is our long-term goal to iden-
tify key biomarkers that would direct oncologists to
apply the most effective targeted therapy to each pa-
tient and to provide an early warning of cancer recur-
rence or treatment resistance.

In the past year, we have successfully applied our
single-cell NGS profiling method to cells isolated in
multiple ways from multiple types of cancer. We are
now working to make this process faster and cheaper
so that it can be widely applied to larger numbers of
patients, especially in clinical trials for drug approval.
Although one method of simply counting potential
CTCs in a blood sample, the Janssen Cell Search pro-
cess, is currently in clinical use, it has not been pos-
sible until now to go beyond enumeration and begin
to detect the genetic changes that occur in the can-
cer during treatment. This year, we have successfully
gone beyond enumeration of CTCs by applying of our
single-cell profiling technology to genomic profiling
of large numbers of CTCs from metastatic breast and
prostate cancer patients, comparing the spectrum of
genetic events across many cases and following the
sequential changes that occur over time in a single
patient. This work was done in collaboration with
clinical colleagues at Memorial Sloan-Kettering Can-
cer Center (MSKCC), Scripps Research Institute, and
the University of Southern California Cancer Center.
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In one project supported by a grant from the
STARR Foundation, we sequenced CTCs isolated
by fluorescence-activated cell sorting (FACS) from
20 patient samples undergoing treatment by Dr.
Howard Scher and colleagues at MSKCC. This work
revealed the great differences in genetic makeup of
CTCs from patients at different stages of disease
and further revealed a novel genetic marker for the
onset of resistance to abiraterone, one of the newly
approved targeted drugs against metastatic prostate
cancer.

In the second project in collaboration with Dr.
Peter Kuhn of Scripps Research Institute, we ap-
plied our single-cell technology to a very different
method of capturing CTCs, where the cells can be
identified and phenotyped for protein markers on
microscope slides and then stored for many months,
after which CTCs can be retrieved one at a time as
needed. This method was appropriate for following
a single patient through four rounds of therapy and
tracking the changes in the genome through that
15-mo time course. Our data showed that during
treatment, genetically defined clones of cells could
disappear from the bloodstream and new popula-
tions of cells could arise within a few weeks of the
onset of treatment. After only a few weeks, a third
population arose, now with new genetic markers
and resistant to the treatment, and the patient suf-
fered a relapse. The rapid time course has put new
emphasis on monitoring patients repeatedly through
the course of therapy.

The success of these projects has led our group to
be recruited, along with Dr. Kuhn, to perform the
“translational science” component of an 800-person
clinical trial, S1222, for treatment of metastatic breast
cancer sponsored by the Southwest Oncology Group
(SWOG), a clinical trial organization that CSHL
joined in 2011. This trial will open in May 2014.

Profiling Single Cells from Prostate
Cancer Biopsies

Another very important clinical issue in prostate
cancer is centered on the question of who should be
subjected to trans-rectal, multisite biopsies, and fur-
thermore, which patients should have radical prostate
removal when cancerous cells are discovered. Both bi-
opsies and prostatectomies carry significant risk to the

patient, and therefore, any less invasive means to make
such determinations will be of great value to patients
and physicians alike. In a joint project with Michael
Wigler here at CSHL, we have begun to attack this
problem in collaboration with Dr. Herbert Lepor of
Langone Medical Center at New York University
(NYU). Using our single-cell DNA-profiling meth-
ods, we are establishing the “molecular landscape” of
early-stage prostate cancer and directly comparing our
observations with traditional histopathology on speci-
mens from the same patient.

To retrieve cells from biopsy tissue, our groups
jointly devised a nondestructive method in which the
freshly extracted biopsy tissue is washed in cell culture
medium prior to the biopsy being fixed and treated
for standard histopathology. Thousands of cells are
exfoliated from the biopsy during the washing step
and these cells are then transferred to our laboratory
for sorting by FACS, DNA extraction, and single-cell
genetic sequencing at CSHL by next-generation DNA
sequencing. The biopsy then goes through standard
histopathology at NYU. Comparing the results from
single-cell sequencing with the clinical Gleason scor-
ing for cancer, we have been able to correlate the pro-
gression from benign tissue, showing minimal genetic
aberrations, through progression to cancer, with the
acquisition of random genetic alterations until one
cell begins to replicate rapidly. At that point, corre-
sponding to the Gleason 7 grade by histology, the tis-
sue exhibits a distinct clone of cancer cells that carry
the same genetic changes and is clearly cancerous. We
therefore believe that “clonality” is a measurable pa-
rameter than can be used, in conjunction with stan-
dard pathology, as a prognostic marker with enhanced
sensitivity for making critical treatment decisions.

These results are consistent with a parallel project
being directed by Dr. Wigler (described in his con-
tribution to this Annual Report) on samples taken

from radical prostatectomy samples supplied by Dr.
Ashutosh Tewari of Weill-Cornell Medical Center.

Single-Cell Profiling of Breast
Cancer Biopsies

Building on our earlier results, we have adapted the
single-cell sequencing method to a high-throughput
platform where we now routinely sequence hundreds
of single cells at a relatively low cost. We have since



utilized this platform in a collaborative project with
Dr. Lyndsay Harris of Case-Western Reserve Medical
Center in Cleveland, as part of a neo-adjuvant clini-
cal trial for the treatment of breast cancer. By profil-
ing hundreds of single cells from pretreated biopsies
from all major subtypes of breast cancer (luminal,
Her2-amplified, and basal tumors), we are detail-
ing the landscape of tumor heterogeneity across all
major breast cancer subtypes. Among the many ob-
servations we have made are differing amplifications
of driver cancer genes among clonal populations and
differing levels of amplification in the same driver
oncogene among discrete subclones. Furthermore,
for some tumors, we have profiled posttreatment bi-
opsies from the same patients. By analyzing hundreds
of single cells from pre- and posttreatment biopsies,
we are observing the clonal adaptive response of tu-
mors to therapeutic intervention. Already in some pa-
tients, we observed major dynamic restructuring of
clonal populations in response to therapy. By relating
distinct genomic alterations among sensitive, as op-
posed to resistant, clones we hope to identify predic-
tive biomarkers of sensitivity to targeted drugs. We
are validating our findings using different molecular
techniques such as DNA-FISH and exome sequenc-
ing of these tumors.

Biomarker Discovery: Retrospective
CNYV Analysis of Clinical Trial Samples

The DNA copy number method that we used for sin-
gle cells was originally applied by us to another prob-
lematic type of cancer sample: tumor tissue preserved
by chemical fixation and embedding in paraffin. This
is the type of sample most often available from clini-
cal trials that were completed long enough in the past,
often 5-10 years, that there are data available on the
patients’ outcome. Having outcome data makes these
samples valuable for retrospective analysis using newer
molecular methods, in order to search for molecular
biomarkers that stratify patient groups and identify
those that do particularly well or poorly on a specific
treatment.

This year, we completed a retrospective analysis of
250 preserved samples from a clinical trial of the drug
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epirubicin, a member of the anthracycline class of
chemotherapy agents, in breast cancer patients. An-
thracyclines are effective chemotherapeutic agents in
some cases, but they have significant cardiotoxicity,
and so identifying a prospective biomarker for those
cancers in which the drug will work would have sig-
nificant clinical value. The BR9601 trial was begun
in 1996 and completed in 2008, and preserved sam-
ples were provided by Dr. John Bartlett of the On-
tario Cancer Research Institute (OCRI) in Toronto.
The goal of our work on these samples was to use
copy number profiling to locate potential biomarkers
for high sensitivity to anthracyclines. Genomic copy
number profiling was successful for more than 200
of the samples, and the profiles were analyzed by our
collaborator, Dr. Alex Krasnitz, who has developed
a novel method for reducing complex genome-wide
data to a series of discrete, scorable “cores” of activ-
ity. Using this method, Dr. Krasnitz reduced the ge-
nome-wide copy number profiles of all of the tumor
samples to ~250 major “cores” which were then tested
against time to relapse and overall survival data from
the trial. Through this method, we have identified
a common amplicon of hitherto unknown function,
occurring in up to 20% of advanced breast cancers,
as a potential biomarker for sensitivity to epirubicin.
This project is now in the validation phase with an
additional 600 patient samples from a parallel Cana-
dian clinical trial that was undertaken by the OCRI
during a similar time period.
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Our research is focused on elucidating the genetic/
epigenetic basis of cancer. We have discovered new
cancer genes, have revealed mechanisms for how the
encoded proteins normally work, and determined
what goes wrong during the process of oncogenesis.
These findings have had a major impact in the sci-
entific community and have affected how clinicians
analyze and treat patients with cancer.
Major discoveries:

* Identifying p63 as a gene affecting development,
aging, and cancer.

* Establishing mouse models of EEC syndrome.

* Identifying TAp63 as a modifier of disease pa-
thology.

* Discovering CHD5 as a gene that prevents cancer.

e Determining that Chd5’s ability to bind histone
H3 is essential for tumor suppression.

Identifying p63 as a Gene Affecting
Development, Cancer, and Aging

We discovered p63, a gene that looked very similar
to p53—a well-studied gene known to be defective
in over half of all human cancers. Besides looking
similar to p53, it was not clear how p63 worked. My
group discovered that a lack of p63 leads to aging.
We found that p63 is needed for stem cell renewal
and that when p63 is depleted, rapid aging features
take place, including curvature of the spine, hair loss,
and severe skin lesions. Yet, there is a fine balance, as
an excess of one version of p63 (ANp63 ) causes cat-
cinoma—the most prevalent type of human cancer.
In contrast, we found that a different version of p63
(TAp63) prevents cancer. We showed that TAp63
inhibits tumor growth and that it can do so even
when p53 is absent. This work was surprising, as it
had always been believed that p53 was absolutely es-
sential for inhibiting cancer. Instead, we found that
TAp63 can do the job alone. We are currently work-
ing on strategies to turn p63 on, which might be use-
ful in the clinic.
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When we first identified p63, we found that it was
needed for development, as its loss in mice causes mal-
formations of the limbs, skin, and palate. This work
provided a clue to clinicians seeking causes of human
syndromes in which children have birth defects in-
cluding anomalies of the hands and feet, abnormal
skin, and severe cleft palate. Our discovery that p63
is needed for development had a major impact, as it
is now known that p63 mutations cause seven dif-
ferent human syndromes involving birch defects af-
fecting the limbs, skin, and palate. Within the past
year, we generated the first mouse models for one of
these syndromes, ectrodactyly, ectodermal dyspla-
sia, clefting (EEC) syndrome (Vernersson Lindahl
et al. 2013). These mice had anomalies of the limbs,
skin (as well as defects in related structures such as
hair, tear ducts, sweat glands, nails, and teeth), and
cleft palate; these features are analogous to those of
children with EEC syndrome. Remarkably, these
mice recapitulated a curious feature of EEC that had
long been a mystery: Why some children with EEC
syndrome have symptoms that are very severe and
even life threatening, whereas other children with
EEC—even those in the same family that carry the
same exact p63 mutation—have symptoms that are
barely noticeable. We discovered a “modifier” gene
that controls just how severe the clinical features are
in different individuals. We identified TAp63, one of
the two major kinds of proteins manufactured from
the p63 gene, as being responsible for the range of
severity characteristic of EEC. Mice that have the
EEC-causing mutation that also have TAp63 have
very subtle defects, whereas those that have the very
same EEC-causing mutation but that are also miss-
ing TApG3 are very severely affected. This shows
that TAp63 normally prevents the adverse effects
of the EEC mutation, allowing the fetus to develop
quite normally, but when TAp63 is not present, the
fetus is not able to develop as it should, resulting
in severe EEC features. These EEC models provide
functional evidence for the genetic basis of EEC and
paved the way for defining TApG63 as a rheostat that



controls EEC-like features in mice. We are currently
working to understand how a single-amino-acid mu-
tation such as that found in human EEC perturbs
p63’s ability to regulate gene expression, leading to
abnormal development and cancer.

Discovering CHD5 as a New
Cancer-Preventing Gene

My laboratory discovered CHDS5 as a tumor sup-
pressor mapping to human 1p36—a region of our
genomes that is often deleted in cancer cells. 1p36
deletions occur in many different types of human
cancers, including those of the epithelia, brain, and
blood. Although this suggested that a cancer-sup-
pressing gene resided in this region, its identity re-
mained a mystery. To tackle this problem, my group
generated mice with mice with deletions and dupli-
cations of the genomic region corresponding to 1p36
using chromosome engineering technology—a strat-
egy with which we can generate precise chromosome
rearrangements in the mouse—and we pinpointed a
region of the genome with potent tumor suppressive
activity. Using genetic and molecular approaches,
we identified CHD5 as the tumor suppressor gene
in the region and found that its product worked as
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a “circuit breaker” for a cancer-preventing network.
In addition, we discovered that CHD5 was frequent-
ly deleted in human glioma. Within the past year,
we discovered that CHD5 uses its plant homeodo-
mains to bind histone 3 and that this interaction is
essential for Chd5 to function as a tumor suppressor
(Paul 2013). Our work has had a major impact in
the cancer field, as it is now known that CHD5 is
mutated in human cancers of the breast, ovary, and
prostate, as well as in melanoma, glioma, and neuro-
blastoma. Furthermore, recent reports indicate that
CHDS5 status predicts whether anticancer therapy
will be effective; indeed, patients with high levels of
CHD?5 have much better overall survival than those
with low levels. We are currently delving deeper into
the mechanism whereby Chd5-mediated regulation
of chromatin affects gene expression cascades that
regulate stem cells and cancer.
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My first visit to Cold Spring Harbor Laboratory was
in 1980 during the symposium on DNA tumor vi-
ruses. I was a graduate student at Columbia and had
not left the grime and grit of Manhattan in about 2
years, and so CSHL appeared as an incredible oasis
of trees and picturesque buildings and water and
brilliant people. At that meeting, a postdoc from
Columbia taught me to sail—kind of; however, my
first time at the helm I screwed up by sailing into
the roped-off area for swimmers and scattered sev-
eral children. No one came close to being hurt but
I was really embarrassed. Just at that moment I saw
Jim Watson for the first time. I knew him by sight
because I had seen his pictures in the Double Helix
and The Eighth Day of Creation. He was standing
on the beach, surveying his domain, seeming quite
content, and either oblivious or totally unconcerned
about the mild mishap. This made a very favorable
impression on me, and it was one of the first of many
interesting encounters I've had over the years here at
CSHL. The specialness of this place—in addition to
its scientific excellence—has induced in me a type
of loyalty that other people have for favorite sports
teams. I am very grateful to be continuing my asso-
ciation with the Laboratory after I move the base of
my operations to Stony Brook in 2014. What follows
is a report of projects completed in 2013.

Identification of Tumor Suppressor
Genes in Hepatocellular Carcinoma by
Genome-Wide Methylation Analysis
and Epigenetic Unmasking

K. Revill, J. Li

HumanBeadchip27 K array; data were combined with
those from microarray analysis of gene reexpression
in four liver cancer cell lines after their exposure to
reagents that reverse DNA methylation (epigenetic
unmasking). We identified 13 candidate tumor sup-
pressor genes. Subsequent validation led us to focus
on functionally characterizing two candidates, sphin-
gomyelin phosphodiesterase 3 (SMPD3) and neuro-
filament, heavy polypeptide (NEFH) that we found
to behave as tumor suppressor genes in HCC. Over-
expression of SMPD3 and NEFH by stable transfec-
tion of inducible constructs into an HCC cell line re-
duced cell proliferation by 50% and 20%, respectively
(SMPD3, P=.003 and NEFH, P=.003). Conversely,
knocking down expression of these genes with short
hairpin RNA (shRNA) promoted cell invasion and
migration in vitro (SMPD3, P=.0001 and NEFH,
P=.022) and increased their ability to form tumors
after subcutaneous injection or orthotopic transplanta-
tion into mice, confirming their role as tumor suppres-
sor genes in HCC (Fig. 1). Low levels of SMPD3 were
associated with early recurrence of HCC after curative
surgery in an independent patient cohort (2 =.001;
hazard ratio = 3.22; 95% confidence interval: 1.6—6.5
in multivariate analysis). Thus, SMPD3 is a potent
tumor suppressor gene that could affect tumor aggres-
siveness; a reduced level of SMPD3 is an independent
prognostic factor for early recurrence of HCC.

System-Wide Analysis Reveals a Complex
Network of Tumor-Fibroblast Interactions
Involved in Tumorigenicity

M. Rajaram, J. Li

To identify clinically relevant tumor suppressor genes
silenced by DNA methylation in hepatocellular carci-
noma (HCC), we integrated DNA methylation data
from human primary HCC samples with data on
up-regulation of gene expression after epigenetic un-
masking. We performed genome-wide methylation
analysis of 71 human HCC samples using the Illumina
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Many fibroblast-secreted proteins promote tumorige-
nicity and several factors secreted by cancer cells have
in turn been proposed to induce these proteins. It is
not clear whether there are single dominant pathways
underlying these interactions or whether they involve
multiple pathways acting in parallel. We identified 42
fibroblast-secreted factors induced by breast cancer
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Figure 1. Depletion of Smpd3 and Nefh promotes liver carcinoma
formation. (A) Subcutaneous growth of tumor protein p53 (p53)~;
Myc hepatoblasts infected with either nontargeting shRNA, shRNA
4, shRNA 6, or shRNA 1 to Smpd3 (n = 6 injections; asterisks in-
dicate that the indicated tumor group is significantly different than
controls, error bars denote £5.D., P <.05; “P<.01; ""P<.001).
Tumor volumes were determined from 2 to 7 wk postinjection. (B)
Subcutaneous growth of p53~ Myc hepatoblasts infected with
either nontargeting shRNA or shRNA2 or shRNA 5 to Nefh (n =6
injections, asterisks indicate that the indicated tumor group is sig-
nificantly different than controls, error bars denote £S.D., *P <.05;
“P<.01; ""P <.001). Tumor volumes were determined from 5 to
8 wk postinjection. (C) Images of mouse livers and sections taken
6 wk after transplantation of p53-; Myc mouse hepatoblasts with
knockdown of either Smpd3 or Nefh. (Panel columns from left
to right): Intact livers; fluorescent imaging of intact liver for green
fluorescent protein (GFP)—positive transplanted cells; H&E stain-
ing of liver tissue sections showing the border between normal
liver and carcinoma (arrows); immunohistochemical detection
of GFP; and immunohistochemical detection of proliferating cell
nuclear antigen (PCNA). The last three columns are from the same
tissue block. Scale bars: 100 um. (D) Association of SMPD3 ex-
pression with time to early and late recurrence after surgery: early
recurrence in patients from HCC Genomic Consortium. SMPD3
high-expressing patients are indicated in blue and SMPD3 low-
expressing patients are indicated in red. (£) Early recurrence in
patients from validation cohort. SMPD3 high-expressing patients
are indicated in blue and SMPD3 low-expressing patients are in-
dicated in red.
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cells using comparative genomic analysis. To deter-
mine what fraction was active in promoting tumorige-
nicity, we chose five representative fibroblast-secreted
factors for in vivo analysis. We found that the majority
(three out of five) had equally major roles in promoting
tumorigenicity, and intriguingly, each one had distinct
effects on the tumor microenvironment. Specifically, fi-
broblast-secreted amphiregulin promoted breast cancer
cell survival, whereas the chemokine CCL7 stimulated
tumor cell proliferation and CCL2 promoted innate
immune cell infiltration and angiogenesis. The other
two factors tested had minor (CCL8) or minimally
(STC1) significant effects on the ability of fibroblasts
to promote tumor growth. The importance of parallel
interactions between fibroblasts and cancer cells was
tested by simultancously targeting fibroblast-secreted
amphiregulin and the CCL7 receptor on cancer cells,
and this was significantly more efficacious than block-
ing either pathway alone. We further explored the
concept of parallel interactions by testing the extent to
which induction of critical fibroblast-secreted proteins
could be achieved by single, previously identified, fac-
tors produced by breast cancer cells. We found that
although single factors could induce a subset of genes,
even combinations of factors failed to induce the full
repertoire of functionally important fibroblast-secreted
proteins. Together, these results delineate a complex
network of tumor—fibroblast interactions that act in
parallel to promote tumorigenicity and suggest that ef-
fective antistromal therapeutic strategies will need to
be multitargeted.

Two Distinct Categories of Focal Deletions
in Cancer Genomes
M. Rajaram, J. Li

One of the key questions about genomic alterations
in cancer is whether they are functional in the sense
of contributing to the selective advantage of tumor
cells. The frequency with which an alteration occurs
might reflect its ability to increase cancer cell growth,
or alternatively, enhanced instability of a locus may
increase the frequency with which it is found to be
aberrant in tumors, regardless of oncogenic impact.
We addressed this on a genome-wide scale for cancer-
associated focal deletions that are known to pinpoint
both tumor suppressor genes (tumor suppressors) and
unstable loci. On the basis of DNA copy number
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analysis of more than 1000 human cancers represent-
ing 10 different tumor types, we observed five loci
with focal deletion frequencies above 5%, includ-
ing the A2BPI gene at 16p13.3 and the MACROD?2
gene at 20p12.1. However, neither RNA expression
nor functional studies support a tumor suppressor
role for either gene. Further analyses suggest instead
that these are sites of increased genomic instability
and that they resemble common fragile sites (CFES).
Genome-wide analysis revealed properties of CFS-
like recurrent deletions that distinguish them from
deletions affecting tumor suppressor genes, including
their isolation at specific loci away from other genom-
ic deletion sites, a considerably smaller deletion size,
and dispersal throughout the affected locus rather
than assembly at a common site of overlap. Addition-
ally, CFS-like deletions have less impact on gene ex-
pression and are enriched in cell lines compared to
primary tumors. We found that loci affected by CFS-
like deletions are often distinct from known common
fragile sites. Indeed, we find that each tumor tissue

type has its own spectrum of CFS-like deletions and
that colon cancers have many more CFS-like dele-
tions than other tumor types.
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In collaboration with James Hicks and Alex Krasnitz,
among others, we study human cancer and genetic
disorders from a population genomics perspective. The
cancer effort focuses on breast and prostate cancer
(the latter jointly with Lloyd Trotman) and involves
collaborative clinical studies (with local, national, and
international collaborators) to discover mutational
patterns predicting treatment response and outcome.
The lab also develops methodology for single-cell
genomic and RNA analysis, to detect cancer cells in
bodily fluids such as blood and urine. This last has
major potential applications to the early detection of
cancer and monitoring its recurrence and response to
therapy during and after treatment. Single-cell analy-
sis has also led to insights about the clonal evolution
and heterogeneity of cancers and may lead to a better
understanding of initiation, progression, and metasta-
sis. In collaboration with Scott Lowe, now at Memorial
Sloan-Kettering Cancer Center, we recently showed
that tumor suppressor genes are often clustered in
large regions that are deleted in common cancers. The
single-cell methods are also being applied to problems
in neurobiology (with Josh Huang and Pavel Osten)
and differentiation (with Chris Vakoc).

Our lab’s genetic efforts are a collaboration with
Ivan lossifov and Dan Levy of Quantitative Biology at
CSHL and largely focus on determining the role of de
novo mutation in pediatric disorders. They participate
in a large study of autism organized by the Simons
Foundation and also study congenital heart disease
and pediatric cancers with collaborators at Colum-
bia University and Memorial Sloan-Kettering Cancer
Center, respectively. Recent work has confirmed and
extended the team’s previous observations on the role
of de novo copy number variation in autism, with sim-
ilar results in the other disorders. A large-scale exome
sequencing project with our team and the Genome
Sequencing Center at Washington University in St.
Louis has proven the contribution of small-scale de
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novo mutations to autism. Overall, results confirm
their previous genetic models for autism incidence. In
collaboration with Robert Darnell of the Rockefeller
University, they have also uncovered a striking link
between autism and the genes regulated by the gene
that causes fragile-X syndrome, FMRI.

The Genetics of Autism

We are examining the genetic basis of autism spec-
trum disorders (ASD) by studying de novo mutations
occurring in affected individuals and comparing
rates of different types of mutations with the unaf-
fected siblings. We are in the process of compiling the
efforts of three teams studying nearly 2700 families
from the Simons Simplex Collection (SSC). Iossifov
et al. (Neuron 74: 285 [2012]) summarizes earlier
findings based on nearly 350 simplex families drawn
from the collection, and the major conclusions of that
study remain intact. There is a statistically significant
increased incidence of de novo mutations of func-
tional consequences (copy number changes, nonsense
mutations, splice site mutations, and frameshifts) in
affected children compared to siblings, whereas de
novo mutations that are likely without effect (syn-
onymous mutation) show no difference between the
groups. Mutation incidence is higher in affected girls
and increases with the age of the parents. Target
analysis indicates a strong overlap of autism candi-
dates with genes expressing mRNAs that are associ-
ated with the fragile-X mental retardation protein
(FMRP) (collaboration with Robert Darnell at the
Rockefeller University). Recurrence analysis suggests
that there are on the order of 300400 target genes.
The overall incidence of new mutation, observed and
projected, is consistent with new mutation being the
major source of autism risk in simplex autism, espe-
cially for females.
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De Novo Mutation in Sporadic
Human Disease

De novo mutations of varying classes have been con-
clusively linked to neuropsychiatric diseases such as
autism, but the overall contribution to sporadic dis-
eases of other types has not been studied in equal
depth. To better understand the relationship bet-
ween rare, de novo copy number variants (CNVs)
and sporadic diseases with strong genetic compo-
nents, we have participated in several smaller-scale
studies. In collaboration with Dr. Kenneth Offit of
the Memorial Sloan-Kettering Cancer Center, we an-
alyzed copy number variants in 116 families in which
a child or young adult was diagnosed with sporadic
cancer. Among the patients with testicular cancer,
7% had germline de novo events—a level similar
to that seen in autistic individuals and indicating a
strong likelihood that de novo mutations underlie at
least some types of cancer. Building on this effort, we
have begun to perform whole-exome sequencing of
these families to detect additional mutations of other
classes, such as single-nucleotide variants and small
insertions and deletions. The study on copy number
variation is now published (Stadler et al., Am | Hum
Genet 91: 379 [2012]).

Congenital heart disease (CHD) is one of the most
common malformations in humans—found in nearly
1% of live births—and is largely sporadic, with evi-
dence of a significant genetic component. Using the
same approach as that used in our autism and cancer
studies, we studied 213 families in collaboration with
Dr. Dorothy Warburton at Columbia University Med-
ical Center. As in the other studies, we found strong
evidence that de novo CNVs may cause CHD, with
greater than 10% of affected children having a germ-
line variant—a rate five times higher than was seen
in a control population. This study is now published
(Warburton et al., Hum Genet 133: 11 [2014]). These
studies suggest that rare de novo mutation contributes
too many types of sporadic disorders in humans.

Algorithms for Genomic Analysis

We develop tools for genome analysis by refining exist-
ing methods and creating novel algorithms when “off-
the-shelf” software is inadequate. Insertions and dele-
tions (indels), as well as other genome rearrangements,

contribute significantly to genetic variation and
disease. Many small indels can be detected by exist-
ing software, but in some genomic contexts—such
as within microsatellites—indels can be difficult to
discern. To address this need, we have developed our
own software. As concrete results, we have identified
de novo mutations in microsatellite loci as contribu-
tory in perhaps 2%-3% of autism cases. Many of the
observations were made using unconventional tools.

Molecular Methods

We have continuously worked on developing methods
to perform measurements with greater resolution, or
more efficiently, or to make new types of measure-
ments. In the area of genomics, this includes not only
algorithm development as described above, but also
bench methods. In this regard, we have efforts in
three projects. First, we are developing copy number
measurements based on sequencing and are driv-
ing down experimental costs using sample barcodes,
pooled samples, and genome fragmentation. This
work is still ongoing. Second, we are developing meth-
ods for single-cell DNA and RNA analysis. The latter
incorporates the idea of varietal tagging to reduce the
distortion caused by polymerase chain reaction (PCR)
amplification.

Single-Cell Analysis of Mouse Brain
Neurons

Neuronal cells of the brain are the most function-
ally diverse of any organ in the human body, but
the totality of that diversity is not fully understood.
Moreover, the diversity of neurons in the brain may
be increased by somatic mutational mechanisms oc-
curring during the last few cycles of neuronal dif-
ferentiation—before the neuronal fate is fixed. With
recent advances in single-cell sequencing technology,
it is possible to sequence DNA and RNA from single
neurons of a given subtype in the brain. In collabora-
tion with Josh Huang and Pavel Osten at CSHL, we
are exploring the roles of somatic mutation in mice,
categorizing subtypes and specific transcription
patterns, and exploring the contribution of monoal-
lelic expression to neuronal diversity and cognitive—
behavioral variation.



Genomic Landscape of Prostate Cancer

Prostate cancer (PCa) is the most common genitouri-
nary malignancy among men. It often presents as a
multifocal disease characterized by tremendous bio-
logic heterogeneity with a variable clinical course rang-
ing from indolent to lethal disease. Current guidelines
for prognostication and treatment strategies rely on
clinic pathological parameters such as serum PSA lev-
els and histological appearance. Developing genomic
parameters such as copy number variation, genome
instability, and clonality will enhance current meth-
ods for prognostication and disease management. We
are using a single-cell DNA and RNA genomics ap-
proach to obtain high-resolution profiles of the genetic
alterations that occur in single prostatic cancer cells.
Our methods are very general and are applicable to
many kinds of cancer and many types of biological
sampling, including body fluids.

In collaboration with the laboratory of Dr.
Ashutosh Tewari of the Weill-Cornell Medical Col-
lege and Herbert Lepor at New York University Med-
ical School, we have shown that analysis of the ge-
nomes of a few hundred cells can provide a landscape

Cancer: Genetics 75

of the evolution of prostatic neoplasia. Comparison to
Gleason scores suggests that early stages of the disease
comprise cells with unstable genotypes, with lictle if
any clustering into emergent clones with consensus
genotypic markers. In contrast, advanced stage dis-
ease displays not only cells with divergent and unsta-
ble genotypes, but also emergent clones of cells with
common chromosomal deletions and amplifications
that spread throughout the organ. Efforts are under
way to determine whether genome scores derived
from single-cell genomic analysis may improve risk
stratification in PCa.
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Mikala Egeblad and colleagues study tumors and, in particular, the contributions of the mi-
croenvironment in which the cancer cells arise and live. Solid tumors are abnormally organized
tissues that contain not only cancer cells, but also various stromal cell types and the extracellular
matrix, and these latter components constitute the microenvironment. Communications between
the different components of the tumor influence its growth, its response to therapy, and its ability
to metastasize. Among the tumor-associated stromal cells, the lab’s main focus is on myeloid-
derived immune cells, a diverse group of cells that can enhance angiogenesis and metastasis and
suppress the cytotoxic immune response against tumors. Egeblad is interested in how different
types of myeloid cells are recruited to tumors and how their behaviors—for example, their physi-
cal interactions with cancer cells and other immune cells—influence cancer progression, includ-
ing metastasis. The Egeblad lab studies the importance of the myeloid cells using mouse models
of breast and pancreatic cancer and real-time imaging of cells in tumors in live mice. This enables
them to follow the behaviors of and the interactions between cancer and myeloid cells in tumors
during progression or treatment. This technique was instrumental when the lab recently showed
that cancer drug therapy can be boosted by altering components of the tumor microenviron-
ments, specifically reducing either matrix metalloproteinases (enzymes secreted by myeloid cells)
or chemokine receptors (signal receptors on myeloid cells). This year, the Egeblad lab collaborated
with Scott Powers” group to understand how normal cells surrounding a tumor promote cancer
growth. They found that normal cells signal to tumors through multiple pathways, and blocking
these signals together has the greatest effect on inhibiting tumor growth—offering a new strategy
to fight cancer.

Changes in tissue architecture and cell differentiation are often the early signs of cancer, but little
is known about the pathways that regulate them. Senthil Muthuswamy has developed a novel
paradigm for thinking about this aspect of cancer biology. Using sophisticated model systems
such as three-dimensional cell culture platforms and transgenic mice, his team found that proteins
which regulate cell polarity are involved in both initiation and progression of cancer. Because cell
polarity is found to be altered in multiple human cancers, understanding the pathways regulated
by them can identify novel molecules and pathways that can be used cither as drug targets or as
biomarkers for cancer. In addition, Muthuswamy’s lab collaborates actively with multiple research
teams at CSHL. For example, lab members collaborated with the Mills lab to demonstrate a role
for p63 protein in stem cells of the skin and with the Krainer lab to investigate the role that the
splicing factor SF2 has in breast cancer. Muthuswamy’s lab has ongoing collaborations with the
Tonks lab to investigate and identify novel opportunities for targeting tyrosine phosphatases in
HER2-positive breast cancers and with the Spector lab to study the role noncoding RNAs have
in breast cancer.

Darryl Pappin’s lab develops chemical and computational methods for analysis of proteins and
peptides. These are fundamental tools for proteomics, and they are vital in many fields of biologi-
cal investigation. Proteins and peptides are typically analyzed via mass spectrometry, a method
that involves fragmenting samples by colliding them with gas atoms in a vacuum. Masses of the
resulting fragments are measured, and computer algorithms match the results with known or
predicted molecules whose amino acid sequences are either known or inferred. Pappin has de-
veloped search engines for mass spectrometry data that enable investigators to sift hundreds of
thousands of experimental spectra at a time for database matches. He also secks to reduce sample
complexity via an approach he calls chemical sorting. This includes the use of chelation to enrich
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phosphopeptides from the total peptide pool and the use of specific affinity-tagged small-molecule
inhibitors to segregate classes of kinases or phosphatases for more specific mass spectroscopic
analysis.

Despite their large variety of genetic abnormalities, cancer cells have been found to be extremely
sensitive to the reversal of certain mutations. Raffaella Sordella and colleagues study why cells
in certain cancers are responsive to the inhibition of one particular gene or gene product. Why,
for instance, do non-small-cell lung cancer (NSCLC) cells that have a particular mutation in
the epidermal growth factor receptor (EGFR) respond dramatically to its inhibition by the drug
Tarceva? This occurs in 15%-20% of patients, the great majority of whom, within 1-3 years,
develop resistance. Various mutations have been implicated in about half of resistant patients. Sor-
della and colleagues have discovered a new resistance mechanism in a subpopulation of NSCLC
cells that are intrinsically resistant to Tarceva. These tumor cells were observed to secrete elevated
amounts of a growth factor called transforming growth factor- (TGF-B), which in turn increases
secretion of interleukin-6 (IL-6), an immune signaling molecule. Significantly, these effects were
independent of the EGFR pathway. The team therefore hypothesizes that inflammation is one of
the factors that can render a tumor cell resistant to treatment with Tarceva. In other work, Sordella
collaborates with the Krainer lab to study whether alternative splicing has a role in the failure of
p53-mediated senescence to halt oncogenesis in certain lung cancers.

Nicholas Tonks and colleagues study a family of enzymes called protein tyrosine phosphatases, or
PTPs, which remove phosphate groups from proteins and other signaling molecules, such as lipids,
in cells. Disruption of PTP function is a cause of major human diseases, and several of the PTPs
are potential therapeutic targets for such diseases. Tonks’ group seeks to fully characterize the PTP
family, understanding how PTP activity is controlled and how PTPs modify signaling pathways.
In addition, they are working to determine how those pathways are abrogated in serious illnesses,
including cancer, diabetes, and Parkinson’s disease. The overall goal is to identify new targets and
strategies for therapeutic intervention in human disease. Tonks and colleagues have defined new
roles for PTPs in regulating signaling events in breast cancer, identifying three PTPs as novel
potential tumor suppressors. They have characterized the regulation of PTP1B by reversible oxi-
dation, demonstrating that it is regulated by covalent modification of the active site by hydrogen
sulfide (H,S) under conditions of ER stress that are linked to protein-folding-related pathologies,
such as Parkinson’s and Alzheimer’s. In addition, they have generated recombinant antibodies that
selectively recognize the oxidized conformation of PTP1B; these antibodies display the ability to
promote insulin signaling in cells and suggest novel approaches to therapy for diabetes. Finally,
they have also discovered a novel mechanism for allosteric regulation of PTP1B activity, offering
the possibility of developing small-molecule drugs that could inhibit the phosphatase and thereby
modulate signaling by insulin and the oncoprotein tyrosine kinase HER2, potentially offering
new ways to treat insulin resistance in type-2 diabetes and breast cancer.

Lloyd Trotman’s recent research path begins at his discovery some years ago that the loss of a
single copy of a master tumor suppressing gene called PTEN is sufficient to permit tumors to de-
velop in animal models of prostate cancer. His team later found that complete loss of PTEN para-
doxically triggers senescence, an arrested state that delays or blocks cancer development in affected
cells. These findings explained why many patients only display partial loss of this tumor suppres-
sor when diagnosed with prostate cancer. Now the team is researching ways to restore the PTEN
protein levels in these patients. This therapeutic approach could slow disease progression and thus
greatly reduce the need for surgical removal of the prostate or similar drastic interventions that
carry the risks of incontinence and impotence. Their second approach to combat prostate cancer is
to model the lethal metastatic disease in genetically engineered mice. They are developing a novel
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approach that allows for quick generation and visualization of metastatic disease. The efficacy of
existing and novel late-stage therapies, such as antihormonal therapy, can then be tested and op-
timized in these animals. At the same time, the Trotman lab is exploring the genome alterations
associated with metastatic disease and with resistance to therapy. To this end, they use single- and
multicell genome sequencing techniques developed at CSHL by Drs. Wigler and Hicks.

David Tuveson’s lab uses mouse and human tissue models of neoplasia to explore the funda-
mental biology of these diseases and thereby identify new diagnostic and treatment strategies.
His team’s main focus is pancreatic cancer, a lethal malignancy that has eluded clinical solutions
despite intensive study. The lab’s approaches at CSHL run the gamut from designing new model
systems of disease to inventing new therapeutic and diagnostic platforms for rapid evaluation in
preclinical and clinical settings. For example, they have adopted a new method of culturing tissue
fragments indefinitely in cell culture, enabling deep analysis with genetic and pharmacological
probes. In addition, therapeutic experiments in mouse models have revealed an important role
of redox metabolism and stromal interactions on influencing therapeutic response. This year,
they used the mouse model system to identify the mechanism of a promising drug treatment for
pancreatic cancer. The lab found that using the drug in combination with more standard chemo-
therapeutic drugs stopped the tumor growth and lengthened life span for the mice, suggesting
that the combination therapy may help overcome the drug resistance that is so commonly found
in cancers. Tuveson’s lab also has a strong link to clinical trials locally and internationally, with
confirmation in early-phase trials the ultimate goal. Collectively, their strategy in the preclinical
and clinical arena is codified as the “Cancer Therapeutics Initiative,” and this initiative will pro-
vide these same approaches to the entire CSHL cancer community.

Linda Van Aelst’s lab studies how aberrations in intracellular signaling involving enzymes
called small GTPases can result in disease. They are particularly interested in Ras and Rho
GTPases, which help control cellular growth, differentiation, and morphogenesis. Alterations af-
fecting Ras and Rho functions are involved in cancer and various neurodevelopmental disorders.
Van Aelst’s team has extended its prior study of mutations in a Rho-linked gene called o/igo-
phrenin-1 (OPHNI), part of an effort to connect the genetic abnormalities associated with mental
retardation to biological processes that establish and modify the function of neuronal circuits. In
addition to a role for OPHNI in activity-driven glutamatergic synapse development, lab members
have obtained evidence that OPHNI has a critical role in mediating mGluR-LTD (long-term
depression), a form of long-term synaptic plasticity, in CAl hippocampal neurons. Their find-
ings provide novel insight not only into the mechanism and function of mGluR-dependent LTD,
but also into the cellular basis by which mutations in OPHNI could contribute to the cognitive
deficits observed in patients. Defects in cortical neurogenesis have been associated with cerebral
malformations and disorders of cortical organization. The Van Aelst team discovered that in-
terfering with the function of the Rho activator DOCK?7 in neuronal progenitors in embryonic
cerebral cortices results in an increase in the number of proliferating neuronal progenitors and
defects in the genesis of neurons. In an extension of these studies, the Van Aelst team this year
showed that DOCK?7 has a central regulatory role in the process that determines how and when
a radial glial cell progenitor “decides” to either proliferate, i.c., make more progenitor cells like
itself, or give rise to cells that will mature, or “differentiate,” into pyramidal neurons. These lines
of research provide novel insight into mechanisms that coordinate the maintenance of the neural
progenitor pool and neurogenesis.

Hongwu Zheng’s lab aims to define the complex biology of malignant glioma pathogenesis,
with the ultimate goal of translating the developed knowledge into patient benefits. Although
eerily similar in terms of their self-renewal capacity and distinct phenotypic plasticity, malig-
nant glioma cells conspicuously lack the terminal differentiation traits possessed by their normal
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counterparts—neural progenitors. With the use of multiple approaches combining human cancer
genomics, animal modeling, and stem cell biology, Zheng has unraveled the causal relationship
between aberrant differentiation and ensuing gliomagenesis. Perhaps more importantly, his team
has demonstrated that forced restoration of differentiation capacity within glioma cells can drasti-
cally attenuate their tumorigenic potential. This finding fits well with the team’s overall strategy,
which is to target differentiation control pathways as a novel avenue for malignant glioma treat-
ment. To this end, they have sought (1) to develop various animal models to recapitulate the
human glioma pathogenesis and utilize them to trace and investigate in vivo tumor initiation/
progression and (2) to identify key pathways/players controlling normal and neoplastic neural
progenitor cell renewal and fate determination.



THE INFLUENCE OF THE TUMOR MICROENVIRONMENT
ON DRUG RESISTANCE AND METASTASIS

M. Egeblad A.Almeida  Y.Kinugasa M. Shields
J. Cappellani . Park R. Wysocki
M. Fein J.-H. Park

Solid tumors are aberrant tissues that are composed of
cancer cells and stroma. The stroma is the supportive
framework of the organs and includes the extracellu-
lar matrix (ECM) and fibroblasts, adipocytes, cells of
the vascular system, and immune cells. Interactions
between epithelium and stroma are essential for nor-
mal organ development as well as for tumor progres-
sion. In solid tumors, the stroma is also known as the
tumor microenvironment.

We study how the tumor microenvironment influ-
ences cancer cells in the context of drug resistance and
metastasis. We use mouse models of breast and pan-
creatic cancer together with real-time spinning-disk
microscopy in living mice (intravital imaging). This
allows us to study how cancer cell proliferation, mi-
gration, and survival are influenced by stromal com-
ponents in real time.

Functional Genomic Approaches Reveal
That Multiple, Parallel Interactions
Occur between Cancer Cells and
Stromal Cells

This work was done in collaboration with Scott Powers
at CSHL. Fibroblasts are one of the most prevalent
stromal cell types in solid tumors. They have been
shown to promote cancer cell proliferation, angiogen-
esis, ECM remodeling, inflammation, invasion, and
metastasis. Tumors containing a high percentage of
fibroblasts tend to be higher grade and are associated
with poor prognosis.

With Scott Powers, we have undertaken a genome-
wide approach to identify important functional genes
that are induced in fibroblasts in basal breast can-
cer. We identified genes up-regulated in fibroblasts
upon interaction with breast cancer cells in cocul-
tures and compared the identified genes with those
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up-regulated in stroma from primary human breast
cancers (Fig. 1). Many of the up-regulated genes
encode secreted growth factors or cytokines. Using
RNA interference (RNAI) with a co-injection tumor
formation assay, three of five tested fibroblast-secreted
factors were found to have major roles in promoting
tumorigenicity. Interestingly, the fibroblast-secreted
factors had functionally diverse effects on tumori-
genicity, such as stimulation of tumor cell prolifera-
tion, inflammatory cell infiltration, and angiogenesis.
These results indicate that there likely is no single
major mediator of tumor—fibroblast interactions that
can be targeted. Instead, there are multiple points of
intervention to prevent fibroblasts from supporting
breast cancer.

Through intravital imaging, we recently discov-
ered that fibroblasts and breast cancer cells exchange
microvesicles. Currently, we are determining the con-
tents of these microvesicles to allow us to compare the
effects of tumor—fibroblast communication that occur
through microvesicles with those mediated by classi-
cal peptide factors.

The Influence of the Tumor
Microenvironment on Response
to Therapy

R. Wysocki, M. Fein, J. Cappellani

Breast cancer will recur in 20% of patients within
10 years after apparently successful treatment with
chemotherapy. When resistance to chemotherapy
develops, no other effective treatment options are
available. How resistance develops is still an open
question, with three main theories proposed for the
origin of the resistant cells (1) from subpopulations
of cells already within the tumor, (2) from cells with
stem-cell-like properties, or (3) through mutations
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Figure 1. Using imaging and genomics approaches to analyze tumor—stroma interactions. (Left) Fibroblasts and can-
cer cells intermingle in a breast tumor model. A still image (acquired through our new mammary imaging windows) is
shown from a tumor in a live mouse. Cancer cells and fibroblasts were co-injected. (Right) Gene expression changes
induced by culturing fibroblasts with cancer cells lead to promotion of cancer. The separate fluorescent labeling of
cancer cells and fibroblasts allowed us to separate the two cell populations and determine how gene expression was
changed in fibroblasts after they had been exposed to cancer cells. From the 320 genes identified, five genes coding
for proteins that can be pharmacologically targeted were tested for functional relevance, and three of the five genes

had major effects on tumor growth.

or epigenetic changes. Understanding which of these
mechanisms drive resistance is critical to reducing
recurrence.

Surprisingly, little is known about how cancer
cells in intact tumors respond to classical chemo-
therapy, although these drugs have been used for
decades. Most knowledge of the responses has been
obtained from cell culture or xenograft animal ex-
periments, but such experiments are often not pre-
dictive of drug responses in patients. We previously
used intravital imaging to show that monocytes are
recruited to tumors ~30 h after chemotherapeutic
treatment with doxorubicin, after cancer cell death
was observed. We determined that monocytes were
recruited to tumors through activation of the che-
mokine receptor CCR2. We further determined
that the infiltration of these monocytes contributed
to chemoresistance, as the effect of doxorubicin and

cisplatin on tumors transplanted to mice lacking
CCR2 was significantly better than that of tumors
in normal mice.

We noted that when tumors recurred in mice
lacking CCR2, they were of lower histological grade
than tumors relapsing in wild-type mice. We have
now found that the tumors relapsing in mice where
host cells lack CCR2 are more differentiated toward
a luminal epithelial cell type than the rapidly relaps-
ing tumors in wild-type mice. We are currently in-
vestigating how CCR2 expressed by the tumor mi-
croenvironment can cause not just a delay in relapse,
but also an altered phenotype of the cells that recur.
To identify the cellular and molecular mechanisms,
we are using lineage tracing with intravital imaging
over weeks, using our newly developed mammary
imaging windows, together with microgenomics
approaches.
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Effects of Myeloid Cells on Breast
Cancer Metastasis
). Park, M. Fein, R. Wysocki, Y. Kinugasa

The prognosis of metastatic breast cancer is poor.
More than a century ago, Dr. Stephen Paget observed
that metastases develop preferentially in certain or-
gans, suggesting that factors external to cancer cells
influence metastasis and that targeting such factors
might reduce the ability of cancer cells to take seed. It
is now recognized that communication between can-
cer cells through growth factors and cytokines has an
important role in the formation of metastases.

Traditionally, studies of metastasis have relied pri-
marily on measurements made at the endpoint of the
process, the establishment of micro- or macrometas-
tases. However, the metastatic process is dynamic and
characterized by the ability of cancer cells to move
from one part of the body to another: Cells exit the
primary tumor, invade the local tissue, enter blood or
lymphatic vessels, and are transported to a distant site
where they exit the vessels and move into the tissue.
Thus, a different level of understanding of metastasis
might be achieved using technologies that can follow
these dynamic processes in vivo.

We use intravital imaging with mouse models
of breast cancer and classical genetic manipulation
to determine how interactions between cancer cells
and stromal cells influence metastasis. We have com-
pared the microenvironment of tumors formed from
the metastatic 4T1 and the nonmetastatic 4T07 cell
lines, isolated from the same breast tumor. We have
identified significant differences in the types and
amount of chemokines that are secreted by the cancer
cells and in the nature of the myeloid cell infiltrate
between the metastatic and nonmetastatic tumors.
Strikingly, tumors grow more slowly and metastasis
is greatly reduced in mice that lack the receptor for
one of the chemokines that specifically is secreted by
metastatic cancer cells and acts on neutrophils, one
of the least-studied inflammatory cell types in can-
cer metastasis. Ongoing studies are addressing how
the chemokine—chemokine receptor signaling axis
regulates invasion and promotes metastasis. Prelimi-
nary data strongly suggest that cancer cells activate
an unusual cell death mechanism in the neutrophils,
leading to the release of strong proteolytic enzymes.
We have determined that pharmacological inhibitors
against both the cell death pathways and proteolysis

are effective at reducing neutrophil-promoted inva-
sion in vitro and metastasis in vivo.

Collagen Architecture in Pancreatic
Cancer Progression
M. Shields, J. Cappellani

Tumors are often discovered as nodules that are harder
than the surrounding tissue. This reflects the changes
in ECM stiffening and architecture. The interstitial
ECM consists of macromolecules such as fibrillar col-
lagens, fibronectin, and proteoglycans. Type I colla-
gen is the major fibrillar collagen in many tissues and
forms a scaffold that provides stability. It also has sig-
naling functions mediated by, for example, integrins
and discoidin domain receptors. The synthesis and
proteolytic remodeling of the fibrillar type I collagen
increases in many tumors, most notably in pancreatic
tumors.

In collaboration with Dr. Weaver’s lab at the Uni-
versity of California, San Francisco, we previously re-
ported that inhibiting collagen cross-linking in mouse
models of mammary carcinoma delays tumor onset
and slows tumor progression. We also found that the
collagen architectural structure became abnormal
with progression of breast cancer: Whereas collagen
fibers are curly and oriented in parallel to normal or
hyperplastic epithelium, there is a progressive change
in the fibers so that they are straighter and mostly
perpendicular to the tumor border in the late stages.
This changed architecture promoted cell invasion by
enabling cells to migrate along the collagen fibers or
by enhancing integrin signaling. Enzymes of the lysyl
oxidase (LOX) family are important for the collagen
cross-linking that results in straighter fibers, and these
enzymes have been shown to promote cancer progres-
sion and metastasis of breast cancer.

Pancreatic cancer has higher levels of type I collagen
and of the LOX-like 2 enzyme than breast cancer, and
we therefore hypothesized that collagen cross-linking
would have a significant effect on reducing tumor ini-
tiation and metastatic spread. However, using both
pharmacological inhibitors and genetic approaches, we
instead found an increase in the growth of pancreatic
tumors and in metastatic spread. Intravital imaging in
mice showed that pancreatic cancer cells also migrate
along collagen fibers and that collagen architecture is
altered by cross-linking inhibitors in pancreatic cancer.



This suggests that collagen architecture or the cancer
cells’ response to collagen is fundamentally different
between breast and pancreatic cancer. Currently, we are
determining the effects of the altered collagen architec-
ture on growth, migration, and intracellular signaling.

Employing Tumoricidal Activities
of Macrophages
A. Almeida, M. Shields

Tumor-associated macrophages have tumor-support-
ing activities, and their infiltration is associated with
poor patient prognosis. However, macrophages are ca-
pable of killing tumor cells if they are activated with
interferon-y (IFN-y) and agonists of receptors for
pathogen-associated molecular patterns. We are using
live cell imaging of cocultures between macrophages
and breast or pancreatic cancer cells to understand the
mechanisms responsible for the tumoricidal activities.
We have determined that activated macrophage-medi-
ated cancer cell killing is highly effective and requires
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direct cell-cell contact between macrophages and
cancer cells. A mediator of cancer cell killing has been
identified and is under further investigation. Live im-
aging has also revealed that a small number of cancer
cells survive the tumoricidal activities of macrophages.
Because such a macrophage-evading mechanism used
by cancer cells would hinder therapeutic use of macro-
phage activation, we used RNA sequencing to identify
candidate genes involved in the evasion. Several can-
didates are under further investigation.
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PROTEOMICS AND MASS SPECTROMETRY

D. Pappin G. Bencze S. Peacock
C. M. Gauss K. Rivera
T. Hassan J. Wilson

Role of N-Acetyltransferases
in Neurological Disorders

This work was done in collaboration with M. Doerfel
and G. Lyon here at CSHL.

More than 85% of human proteins are acetylated
at their amino-terminal amino group, and thus
N(0)-terminal acetylation is the most abundant
posttranslational modification known. Despite
its discovery more than 30 years ago, very little is
known about the cellular effects or functions of this
modification. In humans, six distinct amino-termi-
nal amino-acetyltransferases (NATs) catalyze the
transfer of an acetyl group from acetyl-CoA to the
N(0)-terminal amino group of their specific target
proteins.

The major human acetyltransferase, NatA, consists
of an auxiliary subunit (Naal5) and a catalytically ac-
tive subunit (Naal0O). Recently, the Lyon laboratory
described two families with a lethal X-linked disorder
of infancy called the Ogden syndrome. This disor-
der comprises a distinct combination of an aged ap-
pearance, craniofacial anomalies, hypotonia, global
developmental delays, cryptorchidism, and cardiac
arrhythmias. Using X chromosome exon sequencing
and a recently developed variant annotation, analysis,
and selection tool (VAAST), the Lyon lab identified
a ¢.109T > C (p.Ser37Pro) variant in NaalO as the
probable disease-causing variant.

To characterize the effects of this mutation, they
have generated a yeast knockout NatA cell line and
rescue strains ectopically expressing the human
Naal5/Naal0O wild type as well as the human Naal5/
NaalO S37P mutant, respectively. Total proteins of
these strains were extracted, labeled with distinct
iTRAQ reagents, and analyzed by liquid chromatog-
raphy-mass spectrometry (LC-MS). Analysis of the
generated data set revealed specific changes in the
expression within ribosomal proteins, indicating an
impaired ribosomal function of the NatA knockout
and S37P mutants.
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Role of Nrf2 in Pancreatic Cancer

This work was done in collaboration with C. Chio and
D. Tuveson here at CSHL.

Drug resistance is a major cause of pancreatic cancer
lethality, and this has been ascribed to augmented cell
survival pathways and poor drug delivery. Nrf2 is a tran-
scription factor that promotes both pancreatic ductal ad-
enocarcinoma (PDAC) progression and drug resistance,
and antagonizing the Nrf2 pathway may be clinically
advantageous. Because transcription factors are difficult
to target therapeutically, the Tuveson laboratory has
sought to comprehensively characterize the mechanisms
used by Nrf2 to promote PDAC so that more feasible
approaches to counter the effects of Nrf2 in PDA may
be developed. In pursuit of this goal, we aim to deter-
mine the Nrf2-dependent “cysteine proteome” to iden-
tify pathways impacting PDA biology and therapy.

Activation of the Nrf2 program is known to elicita
more reducing intracellular environment. Protein oxi-
dation can influence protein activity and stability, and
thus, one hypothesis is that certain mediators of Nrf2
function may be “redox sensor” proteins that contain
labile cysteine thiol groups. Accordingly, we are using
pancreatic ductal organoids to develop a highly sen-
sitive proteomic method that identifies proteins con-
taining cysteines that undergo selective reduction due
to the Nrf2 antioxidant program.

We have developed a novel proteomics workflow
that uses selective capture of cysteine peptides in
conjunction with iTRAQ (isobaric tagging for rela-
tive and absolute quantitation) labeling to determine
quantitative changes in free (reduced) cysteine resi-
dues on a protecome-wide scale that also normalizes
these changes to expression levels of the respective
proteins. Using this approach, we performed a proof-
of-concept experiment using mouse embryonic fibro-
blasts treated with BSO (buthionine sulfoximine) or
DEM (diethyl maleate), two oxidizing agents known
to induce Nrf2 target genes; 98% of ICAT (isotope-
coded affinity tags)-enriched peptides contained



cysteines, demonstrating the specificity of the ICAT-
labeling reagent. We found 349 cysteine-containing
peptides modified by both of these treatments from
a total of 3662 proteins and 4572 measured cysteine-
containing peptides, showing that the approach is
effective in quantifying free cysteine changes upon
redox alterations. Notably, proteins oxidized by both
agents included those previously reported to contain
redox sensitive sites, such as Pkm1/2, thioredoxin,
and galectin-1. These and other oxidation-sensitive
proteins (and the biochemical pathways they impact)
will be assessed for the ability to promote PDAC bi-
ology and drug resistance, potentially informing new
therapeutic strategies.

Oil Production in Duckweed

This work was done in collaboration with S.C. Li and
R. Martienssen here at CSHL.

Duckweeds are potential bioenergy crops because of
their fast growth and reproduction. Duckweed plants
propagate mainly via vegetative reproduction, so main-
taining clonal populations is also possible. The Mar-
tienssen laboratory aims to increase oil production in
duckweeds in order to provide an alternative diesel re-
source. Because their genome sequencing has already
been completed, the target species are Lemna minor
and Lemna gibba. The methods of plant transforma-
tion with L. minor have also been improved as well as
the development of an artificial microRNA system, so
genetic engineering for overexpression or knockdown
lines is now feasible.

Plant oils are mostly composed of triacylglycer-
ols stored in lipid droplets. Multiple enzymes such as
PDAT (phospholipid diacylglycerol) and DGAT (dia-
cylglycerol acyltransferase) are involved in their bio-
synthesis from glycerols and fatty acids. Overexpres-
sion and knockdown duckweed mutants are being de-
veloped, both to promote production of specific fatty
acids and triacylglycerols and to inhibit degradation to
increase overall yield. In addition to these genetic en-
gineering approaches, nutrient stress (such as nitrogen
deficiency) has been shown to increase triacylglycerol
production in L. gibba. To support this project, we have
developed a set of quantitative multiple reaction moni-
toring (MRM) assays to measure several key triacyl-
and diacylglycerol species, allowing for rapid screening
of lipid composition. Using this technique, we will be
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able to screen different mutant and stressed plant sam-
ples for high accumulation of target triacylglycerols.

Glycopeptide Markers for Pancreatic Cancer

This work was done in collaboration with D. Engle and
D. Tuveson here at CSHL.

Pancreatic cancer is the most lethal of the common
carcinomas, and by the time it is detected, the disease
has usually disseminated to multiple sites. Pancreatic
ductal adenocarcinoma (PDAC) presents insidiously
with nonspecific symptoms such as vague abdominal
discomfort and weight loss, and as a resul, it is often
not recognized as a developing cancer. But, although
this disease is often diagnosed late, its long latency
presents an opportunity for early detection and inter-
vention. Ideally, a simple blood test would be able to
identify patients at risk of developing cancer, diagnose
and stage the type of cancer, and monitor disease pro-
gression and treatment efficacy.

Pancreas cancer burden can be followed longitu-
dinally in many patients by measuring the level of
circulating tumor antigen CA19-9; however, this bio-
marker is insufficient for the early diagnosis of pancre-
as cancer (PDAC) because it lacks the necessary sen-
sitivity and specificity. Thus, there is currently a great
need for effective diagnostic tools that enable early de-
tection and quantitative measurement of disease pro-
gression. The Tuveson group has produced accurate
mouse models of early and advanced PDAC that have
accelerated basic and applied research for this disease.
Unfortunately, the evaluation of novel diagnostics
in mouse models has been hampered by the lack of
CA19-9 production in mice due to the absence of cer-
tain enzymes that catalyze the production of sialylated
Lewis A antigens. The Tuveson laboratory is attempt-
ing to generate the first GEMM of pancreas cancer
that produces CA19-9 antigens, enabling facile and
high-throughput discovery, evaluation, and validation
of new diagnostics. This will provide an important
preclinical tool for the rigorous analysis of candidate
biomarkers before the onset of clinical trials.

We performed immunoprecipitation of CA19-9-
labeled proteins that are secreted or shed in monolayer
cultures of mouse PDAC cell lines engineered to pro-
duce CA19-9. The immunoprecipitated proteins were
labeled with amine reactive isobaric mass tags (iTRAQ),
and proteins that were present in higher abundance in
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Figure 1. (Left) Silver staining of endogenous BAF complex in human leukemia cell line (NOMO-1) that
was subjected to iTRAQ mass spectrometry. (Right) Two biological replicates of the iTRAQ data quan-
titatively comparing proteins enriched from Brg1 IP and control IgG IP in human leukemia cell line.

the CA19-9-positive samples were identified by LC-MS.
We confirmed the pulldown of known CA19-9-bearing
proteins, including Mucin 1 (western blot) and Mucin
5ac (IP/mass spectrometry), as well as other proteins
that have known O-glycosylation sites but that had not
been previously annotated as CA19-9 carriers in human
cells. Upon transplantation of these cell lines into the
pancreas of C57BL/6 ] mice, CA19-9 was detected in
the tumors and metastases from the cell lines engineered
to produce CA19-9, whereas none were detected in the
control, pBabe-neo tumors. Furthermore, high levels of
CA19-9 were detected in both the plasma and ascites
of mice inoculated with CA19-9-positive human and
mouse cells. Using these plasma and ascites samples,
we have further optimized the immunoprecipitation of
CA19-9 carrier proteins for LC-MS analysis and have
identified the known carrier of CA19-9 (Mucin 1) in
the ascites of mice transplanted with mouse PDAC cells.
Mass spectrometric analyses of the transplants with
human cell lines is currently ongoing.

Characterization of BAF Complexes

This work was done in collaboration with J. Shi and
C. Vakoc here at CSHL.

ATP-dependent remodeling enzymes are a major cat-
egory of chromatin regulators that regulate transcrip-
tion programs underlying a variety of biological pro-
cesses. The SWI/SNF complex (also known as BAF in

mammals) is one of the most studied. In mammalian
cells, BAF complexes are composed of ~11 subunits that
are encoded by ~19 distinct genes, and the diversity of
configuration of BAF subunit assemblies is thought to
confer distinct, specialized functions. Recently, the core
catalytic subunit of the BAF complex, Brgl, has been
shown to have a critical role in leukemia maintenance
through sustained expression of oncogenic Myc. How-
ever, little is known about BAF complex assemblies
in leukemia cells. To investigate the BAF complex in
leukemia, we immunoprecipitated endogenous Brgl to
pull down BAF complexes from human leukemia cell
lines (NOMO-1) and quantified the protein contents
by iTRAQ LC-MS (Fig. 1) We identified numerous
Brgl-associated proteins, which included almost all
well-known BAF subunits, and some additional pro-
tein factors. Currently, we are using immunoprecipita-
tion (IP)-western blotting to confirm the MS results
and trying to pinpoint the leukemia-biology functional
relevance of these Brgl-associated proteins through ge-
netic and biochemical experiments.

Discovery and Characterization
of a Lys/Arg-N Protease
D. Pappin, J. Wilson

Directed peptide fragmentation can generate specific
ion fragment series that simplify MS/MS spectra.
This is achieved by controlling where the charge is



located on the peptide, either enzymatically or, with
extra steps, by chemical modification. To produce pre-
dominantly amino-terminal ions, the charge must be
placed at or near the amino termini of peptides. This
can be most elegantly achieved using a proteolytic en-
zyme with amino-terminal cleavage specificity at basic
amino acids. We have discovered a novel thermostable
protease with amino-terminal arginine and lysine
specificity. The enzyme can be used as a substitute
for trypsin, generates predominantly amino-terminal
ions, and completes digestions in <1 h at 60°C.

The enzyme exhibits a temperature optimum of
~60°C and a broad pH specificity around neutral.
The protease is most active in low ionic strength and
MS compatible acetate buffers, and activity requires
calcium and zinc. In contrast to trypsin, MS compat-
ible or selectively cleavable detergents did not increase
the number of identified peptides or proteins. Speci-
ficity for amino-terminal cleavage at arginine and
lysine was =95%), with the remaining 5% amino-
terminal to larger aliphatic residues. In whole-cell ly-
sates, the numbers of identified peptides and proteins
were similar to trypsin, yet generated in nearly 20x
shorter digestion times. As expected, the b-ion series
in MS/MS spectra were significantly more intense
than y ions. In complex mixtures, a shift to lower
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peptide charge states was also observed, likely due to
close physical proximity of basic centers. This pref-
erence was abrogated by modification with iTRAQ,
probably due to the increased distance between posi-
tive charges. The efficiency of iTRAQ labeling was
unchanged.

This highly active metalloprotease is suitable for
extremely rapid (<1 h) digestion of samples for im-
mediate MS analysis. The peptides produced by this
enzyme always have major basic centers at the peptide
amino termini, producing more easily interpretable
MS/MS fragmentation spectra by generating a domi-
nant b-ion series. In contrast to trypsin, the ion cur-
rent is not diluted between b and y ions, thus simul-
taneously increasing detection sensitivity. The speed,
specificity, ease of use, and overall effectiveness of this
protease, combined with its ability to provide more
interpretable spectra, make it a valuable component of
the proteomics toolkit.
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MOLECULAR TARGETED THERAPY OF LUNG CANCER EGFR
MUTATIONS AND RESPONSE OF EGFR INHIBITORS

R.Sordella M. Camiolo M. Pineda
P. Debjani S. Senturk
V.Himenez N. Shirole
T. Lindsted Z.Yao

Recent technological advances in genomic and se-
quencing technologies have revolutionized the way in
which we understand tumorigenesis and have led to
the identification of cancer mutations with diagnos-
tic, prognostic, or therapeutic implications. The use of
drugs that precisely target such mutations has shown a
definitive impact in the management and treatment of
cancer patients. It is nonetheless evident that at pres-
ent, major obstacles still need to be overcome in order
to achieve the goal of developing truly curative thera-
pies. Among these hurdles, drug resistance continues
to be a major factor in reducing the effectiveness of
cancer treatments at large.

Cancer was first described as an evolutionary pro-
cess by Nowell, who hypothesized that natural selec-
tion occurs in tumors in the form of clonal selection
leading to constant evolutionary change and possibly
to drug resistance. Evolutionary processes in cancer
development and progression have since been stud-
ied, which has provided remarkable insights into the
biology of cancer. It has now become clear that by
the time a cancer is detected, it is composed of bil-
lions of malignant cells. Although all share somatic
mutations that were present in the founder cell, they
also carry additional mutations acquired during the
natural evolution of the tumor. Thus, although most
cancers are monoclonal at their origin, the acquisi-
tion of additional mutations and the expansion of
the population size result in a dramatic increase in
genetic tumor heterogeneity. Somatic mutation anal-
yses of tumors and phylogenetic trees constructed
from these data provided evidence for the Darwin-
ian evolution model based on positive selection. As
Darwinian evolution is fueled by this population
heterogeneity, the study of the origin and the mea-
surement of the extent of genetic heterogeneity are
key steps to gaining an understanding of how cancer
drug resistance develops.
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NRSF Modulates Cancer Cell-State
Plasticity by Epigenetically Regulating
miR-335 Expression

In recent studies, we found that in addition to the ac-
quisition of genetic mutations, epigenetic changes can
also contribute to the observed intramural tumor het-
erogeneity. In particular, we observed a critical role for
NRSF (neuron-restrictive silencer factor) and miR-
335 in epigenetic reprogramming of cells. Our data
indicate that NRSF and miR-335 can act as “pegs and
guy ropes” to shape the cell epigenetic landscape, and
by doing so, they can contribute to restraining epi-
thelial cell differentiation and promoting the acquisi-
tion of a cell state characterized by the acquisition of
mesenchymal-like features, increased metastatic po-
tential, expression of a specific immunotype (CD44%/
CD24"), and distinct drug sensitivity.

This conclusion is based on multiple observations.
First, miR-335 expression is significantly decreased
in CD44%CD24- tumor cells, and its inhibition
in CD44%/CD24" cells was sufficient to activate
a composite program that resulted in the acquisi-
tion of molecular and phenotypic features typical of
a CD44%/CD24" cell state (i.e., decrease in features
associated with epithelial differentiation, acquisition
of a specific immunotype, and increased resistance to
EGFR-mediated signaling). Second, miR-335 expres-
sion is regulated by NRSF recruitment to the MEST
(mesoderm-specific transcript) isoform-2 promoter.
Inhibition of NRSF expression caused a decrease in
DNA methylation of the MEST isoform-2 promoter
and rapid reactivation of MEST and miR-335 expres-
sion. This was accompanied by decreased expression
of genes characteristic of a CD44%CD24~ state
such as transforming growth factor-f (TGF-B), in-
terferon-6 (IL-6), WNT5a, ECAD (E-cadherin),

and vimentin.



miR-335 and NRSF are ideal players for coupling
epigenetic inheritance and dynamic interconversion
among cell states. Expression of miR-335 can swiftly
activate complex molecular circuitries and limit fluc-
tuation among cell states by restricting the expression
of a plethora of genes controlling traits that typify the
CD44*/CD24~ cells (i.e., TGE-B, IL-6, WNT-5a,
Sox9, CD44, CD24, ECAD, and vimentin). Of par-
ticular interest is the regulation of TGF-f, IL-6, and
WNT-5a by miR-335 as these cytokines have been
shown to be necessary and sufficient to induce and
maintain a CD44%/CD24~ state.

miR-335 can also regulate multiple miRNAs
through silencing of TGF-B-mediated signaling:
Many of these miRNAs have been associated with key
aspects of CD44%/CD24" cells such as self-renewal,
metastatic capacity, cell reprogramming, and drug
resistance. For example, miR-200c and miR-183 clus-
ters are down-regulated in human and murine breast
cancer stem cells and in mammary gland stem cells.
miR-200c has also been shown to restrain epithelial-
to-mesenchymal transition (EMT) by mediating the
degradation of ZEB1. Moreover, miR-34a, miR-92a,
miR-99, and miR-192 expression is negatively corre-
lated with an increased risk of metastasis. Interesting-
ly, miR-34a was recently shown to be involved in the
reprogramming of somatic cells and in the inhibition
of growth and metastasis of prostate cancer stem cells
by directly repressing CD44 expression.

NRSF, on the other hand, is a well-characterized
transcriptional repressor involved in heterochromatin-
mediated silencing and in restriction of cell-fate de-
termination. By interacting with corepressors such as
co-REST and Sin3a, NRSF mediates several histone
modifications that are part of a “histone code” thought
to be essential in gene silencing. These modifications
include H3K9 trimethylation, a histone modification
associated with heterochromatin structures that poises
promoters for DNA methylation.

Intriguingly, NRSF is best known for its roles in
repressing neuronal gene expression and restricting
neurogenesis in nonneuronal tissues and in undif-
ferentiated neuronal progenitors. Hence, the obser-
vation that NRSF also regulates the CD44%/CD24~
cell-state transition supports a broader role of NRSF
in cell-fate determination and in maintaining an un-
differentiated state that is not restricted to neuronal
differentiation.
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Our studies also imply that the interconversion
among cell states relies on a few events. As a conse-
quence, the system can be easily perturbed not only
by inter- and intracellular signals, but also by non-
deterministic distribution of Pricklel/NRSF/miR-
335 activity. This is particularly interesting in light
of recent work by Gupta et al. suggesting that the
capability of cancer cell populations to retain pheno-
typic equilibrium over extended periods of time can
be described through the stochastic interconversion
of cancer cell states. Hence, in principle, stochastic
differences in NRSF binding and/or Pricklel/miR-
335 expression could explain the nondeterministic
cell transition between cell states.

The dependence of the CD44%/CD24" cell state
on a nearly singular perturbation can, in principle,
also increase cell-state plasticity and, hence, cellular
adaptability to environmental changes. This can be of
extreme importance in the case of drug treatment. As
a corollary, we anticipate that as opposed to anticancer
therapies that exclusively target one cell population in
tumors, the use of a combination of agents that are
selectively toxic to multiple cell states (e.g., EGFR
and IL-6) or the concomitant use of these drugs with
agents that can reshape the epigenetic landscape, for
example, by blocking cells in defined cell states or by
shifting drug-resistant cells into a drug-sensitive state,
will be more effective.

CD44+/CD24- Cells Are Characterized
by Deficient Homology-Directed Repair
and Increased Adaptability Triggered

by TGF-B Down-Regulation of DNA
Damage-Response Genes

The emergence of RNA interference (RNAI) as a
mechanism to silence gene expression has enabled
loss-of-function analysis in mammalian cells in a po-
tentially genome-wide manner. We have utilized such
an RNAi-based, forward genetic approach to identify
genes that are selectively required for the survival of
CD44+/CD24" cells. We identified 135 shRNAs that
target genes that are selectively required for the surviv-
al of CD44*%/CD24~ cells. Strikingly, among them,
we also observed shRNAs silencing genes involved in
DNA repair/replication pathways. In follow-up stud-
ies, we found that the selective sensitivity of these cells
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to the inactivation of this particular class of genes
was due to a decreased expression of genes that play a
critical role in homology-direct DNA repair that was
dependent upon the activation of TGF-B signaling.
This observation is of particular interest because in
addition to sensitizing cells to inactivation of DNA
repair pathway components, a decreased expression of
genes involved in DDR could also lead to an increased
rate of DNA double-strand breaks (DSBs). Consistent
with this idea, we observed an increased number of
YH2AX-foci-positive cells and larger mean comet tail
movement in CD44+/CD24~ cells sorted from A549
compared to cells with any other immune type and
parental cells, as well as in H1650-M3 cells compared
to H1650 cells.

In 1943, Luria and Delbriick showed that genetic
diversity generated as a consequence of random muta-
tions in each generation of bacteria resulted in a sub-
population that was able to survive T1 phage infec-
tion. Thus, in a similar fashion, the defects in DDR
that we observed in CD44+/CD24- cells could result
in an increased phenotypic diversity of cells. Although
intratumor heterogeneity is most likely not critical
when growth conditions are stable, it could have an
important role in the survival and adaptability of a
cell population upon drastic environmental changes.
In particular, similar to the case of the fluctuation ex-
periment of Luria and Delbriick, it could contribute to
acquired resistance upon drug treatment. Indeed, our
data reveal that the transition into a cell state charac-
terized by a CD44+/CD24~ immune type can result
in a greater phenotypic diversity and adaptability.

The observed inverse correlation between the ex-
pression of these genes and TGF-f in tumors indi-
cates that our findings could be highly relevant to the
human disease. In principle, they could explain why
tumors characterized by a high content of CD44+/
CD24- cells, although initially sensitive to drug treat-
ment, rapidly become drug resistant. In addition, be-
cause TGF-B is one of the main cytokines produced
during inflammation, our data could provide a novel
nexus between inflammatory conditions, tumorigen-
esis (tumor initiation and progression), and acquired
drug resistance. The observation that the CD44%/
CD24" state is particularly sensitive to the inacti-
vation of BRCA1, NEK9, ORC5L, RFC3, POLS,
ERCCS8, and RPA2 also points to novel actionable
drug targets for the treatment of tumors characterized
by this phenotype.

One interesting aspect of CD44+/CD24 cells is
their transient nature. In fact, it has been shown that
they can be generated by stochastic fluctuation and/
or exposure to paracrine TGF-B. Given that cells in a
CD44*/CD24 state are intrinsically more genetically
unstable, our model predicts a “quanta” evolution of
tumors. Fascinatingly, although it was initially as-
sumed that all tumors evolve in a linear mode, recent
observations in prostate cancers indicate that certain
tumors also progress in a punctuate manner.

On the other hand, defects in the expression of
DDR genes have been shown to induce DNA dam-
age responses that could result in cell cycle arrest and/
or senescence/apoptosis. The tumor suppressor TP53,
often referred to as the “guardian of the genome,” has
a major role in coordinating DNA-damage responses
in cells. Thus, the fact that p53 tumor suppressor ac-
tivities are often disabled in CD44*/CD24~ suggests
the intriguing possibility that inactivation of p53 is a
cardinal feature that empowers TGF-f to accelerate
genetic instability and cancer evolution.

P53¥ Is a Transcriptionally Inactive
P53 Isoform Able to Reprogram Cells
toward a Metastatic-Like State

CD44%/CD24" cells can also be generated stochasti-
cally/epigenetically in cells bearing a tp53 wild-type
allele, implying that the p53 network in CD44%/
CD24- cells must be compromised. Interestingly, we
uncovered in these cells a novel mode of p53 regu-
lation that involves alternative splicing of the 7753
gene. We found that the use of an alternative 3’ splice
site in intron 6 generates a previously uncharacter-
ized p53 isoform that we named p53\¥. Intriguingly,
this isoform is highly expressed in cells character-
ized by a CD44%/CD24~ immune type. At the mo-
lecular level, p53Y¥ lacks major portions of the DNA
binding domain, the nuclear-localization sequence,
and the tetramerization domain, features that are
normally present in full-length p53 (p53FL). Con-
sequently, this isoform proved to be incapable of se-
quence-specific DNA binding and #rans-activation
of canonical p53 target genes. However, expression
of the p53¥ isoform attenuated the expression of
E-cadherin, induced expression of markers asso-
ciated with EMT, and enhanced the motility and
invasive capacity of normal and malignant cells.



Consistent with a role of these features in enhancing
the prometastatic capabilities of cells, we observed
that in patients with early-stage NSCLC, expres-
sion of p53¥ correlated with increased probability
of relapse following surgical tumor resection. Such
characteristics are similar to certain p53 gain-of-
function missense mutants.

We also found that reprogramming of cells to-
ward acquisition of mesenchymal-like features,
induced by either expressing p53¥ or p53 with
gain-of-function mutations, is contingent upon in-
creased production of reactive oxygen species (ROS)
by virtue of interaction with cyclophilin D (CypD),
a mitochondrial matrix peptidyl-prolyl isomerase
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known to modulate opening of the mitochondrial
permeability transition pore (mPTP). Hence, we pro-
pose that p53¥ encodes a “separation-of-function”
isoform that lacks canonical p53 tumor suppressor/
transcriptional activities, but is capable of reprogram-
ming cells toward acquisition of mesenchymal-like
features in a transcriptionally independent manner.
The remarkably similar activities of p53'¥ and certain
p53 mutants also suggest that the latter “highjack” a
regulated and reversible program (i.e., p53¥ alterna-
tive splicing) that contributes to the biology of p53
mutations during tumorigenesis. Thus, in principle,
this implies a possible physiological origin for certain
p53 mutations.

Debjani Pal



PROTEIN TYROSINE PHOSPHATASES AND THE CONTROL

OF SIGNAL TRANSDUCTION
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F. Chaudhary M. Ramesh
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An important aspect of the work of the Tonks lab is to
devise creative new approaches to exploiting the protein
tyrosine phosphatase (PTP) family of enzymes as targets
for therapeutic intervention in major human diseases,
including diabetes, obesity, and cancer. At the core of
this effort is the study of PTP1B, the prototypic protein
tyrosine phosphatase, which Nick Tonks first discovered
25 years ago. It is now established that PTP1B not only
plays a role in attenuating insulin signaling, but also
plays a positive role in promoting signaling events associ-
ated with breast tumorigenesis. This suggests that inhi-
bition of PTPIB function may represent a novel thera-
peutic strategy to address not only diabetes and obesity,
but also mammary tumorigenesis and malignancy.

The reversible addition and removal of phosphate
to proteins, which is termed protein phosphoryla-
tion, is the central feature of the mechanism of sig-
nal transduction—the process by which cells respond
to stimuli in their environment. The activities of the
enzymes that mediate the addition (kinases) and re-
moval (phosphatases) of phosphate groups are coordi-
nated in signal transduction pathways to mediate the
cellular response to environmental stimuli, and the
function of these enzymes is frequently disrupted in
human diseases, including diabetes and cancer. The
ability to modulate such signal transduction pathways
selectively with drugs holds enormous therapeutic po-
tential. Drugs that target the protein kinases represent
breakthroughs in cancer therapy. For example, HER2
is a member of the family of kinases and is amplified
and/or overexpressed in several cancers, in particular
in ~25% of breast cancer, where it is associated with
poor prognosis. The humanized HER2-directed an-
tibody, Herceptin (trastuzumab), is an example of
a “rational cancer therapy” for treatment of HER2-
positive metastatic breast tumors. It targets HER2
as a unique marker of the cancer cell. Although Her-
ceptin is used frequently and is being presented as a
treatment of choice, the overall success rate is low and
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patients develop resistance to the therapy. The prob-
lem of acquired resistance has become an obstacle to
the successful application of kinase-directed therapies
in general. Therefore, despite the obvious potential, it
is anticipated that new alternative therapies, admin-
istered alone or in combination with kinase-directed
drugs, will represent the way forward. The challenge is
to identify such alternative therapies. Considering the
intimate cooperation between kinases and phospha-
tases in the regulation of signal transduction under
normal and pathophysiological conditions, the Tonks
lab focuses on the PTPs, which have been garnering
attention as potential therapeutic targets, but remain a
largely untapped resource for drug development.

In following established approaches to developing
small-molecule drugs that bind to the active site of
an enzyme, industry has found PTPs to be challeng-
ing targets for therapeutic development. Although it
was possible to generate potent, specific, and revers-
ible inhibitors of PTP1B, such molecules were highly
charged, due to the chemistry underlying PTP-medi-
ated catalysis, and thus of limited drug development
potential. Consequently, new approaches are required
to exploit this important target effectively and reinvig-
orate drug discovery efforts. One strategy that would
avoid targeting the active site of PTP1B would be to
look for allosteric inhibitors, which bind at a site re-
mote from the catalytic center, but induce conforma-
tional changes in the enzyme that result in inhibition.
The Tonks lab has characterized a small-molecule nat-
ural product, TRODUSQUEMINE, as such an allo-
steric inhibitor of PTP1B. This is a unique mechanism
of inhibition that will have been missed in the efforts
to target PTP1B that have been conducted to date in
industry. They have demonstrated that this inhibitor
antagonizes the function of HER?2 in cell and animal
models of breast cancer. In particular, it essentially ab-
rogates metastasis of HER2-positive tumor cells in the
NDL2 mouse model of breast cancer.



Figure 1. Structure model for PTP1B (residues 1-405) with two
molecules of the allosteric inhibitor MSI-1436 (marked with ar-
rows) docked to the two putative binding sites. Important struc-
tural features within PTP1B are highlighted.

It is important also to note that TRODUSQUE-
MINE (also known as MSI-1436) has already been
tested in a Phase 1 study that involved 88 obese pa-
tients and was found to be extremely well tolerated.
Of particular significance is the fact that the effects
observed in mice by the Tonks lab were achieved at
~20% of the maximum dose that has been admin-
istered to patients. During the last year, discussions
have been initiated with the FDA, and a collaboration
between the Tonks lab and the Monter Cancer Cen-
ter at North Shore LIJ has been set up to take TRO-
DUSQUEMINE/MSI-1436 into clinical trials for
HER2-positive cancer. In an initial meeting with the
FDA, it was indicated that a Phase 1 study of safety
and tolerability of TRODUSQUEMINE/MSI-1436
as a single agent in metastatic breast cancer patients
would have to be performed. The preparations for this
clinical trial are now under way and will represent a
focus of effort in 2014.

Although TRODUSQUEMINE/MSI-1436 dem-
onstrates efficacy in an injectable format, it also has
limited oral bioavailability. Industry has set oral bio-
availability as a hurdle for the next generation of thera-
pies for diabetes. During the last year, the Tonks lab has
identified a derivative of TRODUSQUEMINE/MSI-
1436 for which they have demonstrated oral bioavail-
ability in a weight loss study in a high-fat diet-induced
mouse model of obesity. At this time, they are defining
the mechanism of action of this inhibitor. Furthermore,
they have identified novel chemical entities that display
properties similar to those of TRODUSQUEMINE/
MSI-1436, which are currently being validated as inhib-
itors of PTP1B to identify further new drug candidates.
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The Tonks lab is also trying to harness a physi-
ological mechanism for regulation of PTP1B func-
tion as a distinct approach to development of thera-
peutics, particularly in the context of diabetes and
obesity. PTPIB is a major regulator of the signaling
pathways initiated by insulin and leptin, which con-
trols appetite. Gene-targeting studies demonstrated
that PTP1B-null mice are healthy, display enhanced
insulin sensitivity, do not develop type-2 diabetes, and
are resistant to obesity when fed with a high-fat diet.
Furthermore, depletion of PTP1B expression with an-
tisense oligonucleotides elicits anti-diabetic and anti-
obesity effects in rodents, as well as human subjects.
The Tonks lab discovered that the activity of PTP1B
is attenuated by reversible oxidation of an essential
cysteinyl residue at the active site of the enzyme. The
architecture of the PTP-active site is such that this
essential cysteinyl residue displays unique properties
that favor its role in catalysis but also render it prone
to oxidation. Insulin stimulation of mammalian cells
leads to enhanced production of intracellular H,0,,
which causes reversible oxidation of PTP1B and in-
hibition of its enzymatic activity, which in turn con-
comitantly promotes the signaling response to insulin.
They have shown that mild oxidation of PTP1B, such
as occurs in response to insulin, results in profound
conformational changes in the active site of the en-
zyme that transiently inhibit substrate binding and
catalysis. These structural changes, however, are re-
versible and the enzyme can be reduced back to its
active state. Therefore, reversible oxidation of PTP1B
in response to insulin provides a mechanism for fine-
tuning the signaling response to the hormone. They
hypothesized that a conformation-sensor antibody
that recognizes the reversibly oxidized form of PTP1B
selectively may stabilize the inactive state, inhibit its
reactivation by reducing agents, and thereby inhibit
phosphatase activity. Using antibody phage display,
they generated such conformation-sensor antibodies
and demonstrated that expression of these antibodies
in cells enhanced insulin-induced signal transduc-
tion. Their data provide proof-of-concept that stabi-
lization of the oxidized, inactive form of PTP1B with
appropriate therapeutic molecules may offer a novel
paradigm for phosphatase drug development. This
has the additional advantage that, if one assumes that
in responding to insulin the cell targets for oxidation
the pool of PTPIB that is important for physiological
regulation of the signaling response, then this strategy
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will target that pool specifically, possibly also reduc-
ing complications of side effects that may accompany
inhibition of the native enzyme as a whole.

The antibodies themselves are unlikely to be of
use as therapeutics; however, the Tonks lab has now
developed an assay that will permit screening of a
small-molecule library on an industrial scale to iden-
tify drug-like molecules that mimic the effects of the
antibodies. A pilot-scale screen has already been com-
pleted, demonstrating the feasibility of this strategy
and identifying candidate small molecules that stabi-
lize specifically the oxidized form of PTPIB. During
the last year, this approach has led to the initiation of
a collaboration with a large pharmaceutical company.
Studies are under way to test the potential for con-
formation-sensor antibodies that recognize selectively
the oxidized form of PTP1B to promote the signaling
response to leptin. If these antibodies are shown also
to potentiate leptin signaling, it is anticipated that a
full-scale screen of the company’s small-molecule col-
lection will be initiated to exploit fully this unique ap-
proach to development of PTP inhibitors, thus open-
ing a new strategy for therapeutic intervention in a
major disease.

Efforts in the Tonks lab to define PTP function,
and wherever possible establish links to human dis-
ease, are not restricted to PTP1B. Examples of prog-
ress in additional areas include the following.

Characterization of PTP Function
in the Control of Migration and Invasion
of Mammary Epithelial Cells

The Tonks lab has characterized missing in metasta-
sis (MIM), which is a scaffold protein that is down-
regulated in multiple metastatic cancer cell lines com-
pared to nonmetastatic counterparts. MIM regulates
cytoskeletal dynamics and actin polymerization and
has been implicated in the control of cell motility and
invasion. MIM has also been shown to bind to a re-
ceptor PTP (PTPJ), an interaction that may provide
a link between tyrosine phosphorylation-dependent
signaling and metastasis. They used small hairpin
RNA (shRNA)-mediated gene silencing to investigate
the consequences of loss of MIM for the migration
and invasion of the MCF10A mammary epithelial cell
model of breast cancer. They observed that suppres-
sion of MIM by RNA interference (RNAi) enhanced

migration and invasion of MCF10A cells, effects that
were mediated by enhancing the stability and quan-
tity of PTPS. Furthermore, analysis of human clinical
data indicated that PTPS was elevated in breast cancer
samples when compared to normal tissue. They dem-
onstrated that SRC is a direct substrate of PTP9, and,
upon suppression of MIM, they observed changes in
the phosphorylation status of the SRC protein tyro-
sine kinase: The inhibitory site (Y527) was hypophos-
phorylated, whereas the activating autophosphoryla-
tion site (Y416) was hyperphosphorylated. Thus, the
absence of MIM led to PTPd-mediated activation of
SRC. Finally, the SRC inhibitor SU6656 counteracted
the effects of MIM suppression on cell motility and
invasion. This demonstration of PTPd-dependent ac-
tivation of SRC in cells depleted of MIM suggests a
new therapeutic strategy for targeting metastasis.

Investigation of the Role of Thioredoxin
in Reversible PTP Oxidation

Despite great progress in defining the mechanism of
reactive oxygen species (ROS) production, the con-
trols over the levels of ROS in cells, and the scope of
potential targets of this modification, the mechanisms
underlying reduction and reactivation of the oxidized
PTPs have remained relatively underexplored. It is es-
sential that PTPs recover their active form when ROS
concentrations decrease so as to limit the response to
growth factors/hormones and prevent uncontrolled
stimulation of signaling pathways. For the PTDPs,
redox-active enzymes and small molecules, such as
thioredoxin (TRX), glutaredoxin, or glutathione, have
been implicated in reduction and reactivation. In a col-
laborative study with Arne Ostman’s lab, they dem-
onstrated that TRX was important for reduction and
reactivation of PTP1B in the context of PDGF signal-
ing. In a separate study, they used a combination of
biochemical analysis, mechanism-based trapping and
RNAi-induced suppression to demonstrate the impor-
tance of TRX1 for the reduction and reactivation of
PTP1B and PTEN. Although TRX is best known as
a disulfide reductase, they demonstrated that it has an
important role in the reduction and reactivation of the
oxidized form of PTP1B, which features a cyclic sul-
phenamide modification of the active-site cysteine res-
idue. Furthermore, they have shown that these effects
of TRX have the potential to fine-tune the signaling



response to insulin. Finally, in addition to highlight-
ing the important role of TRX in reduction and reac-
tivation of PTPs, the TRX trapping mutants illustrate
another approach to defining the importance of re-
versible oxidation in the regulation of PTP function
in general and tyrosine phosphorylation-dependent
signaling in a broad array of signaling contexts.

Identification of the Anti-Inflammatory
Compound BAY 11-7082 as a
Potent Inhibitor of PTPs

BAY 11-7082 is an anti-inflammatory compound that
has been reported to inhibit IkB kinase activity. The
compound has an o,B-unsaturated electrophilic cen-
ter, which confers the property of being a Michael
acceptor; this suggests that it may react with nucleo-
philic cysteine-containing proteins, such as PTDPs.
In this study, the Tonks lab demonstrated that BAY
11-7082 was a potent, irreversible inhibitor of PTDPs.
Using mass spectrometry, they demonstrated that
BAY 11-7082 inactivated PTPs by forming a covalent
adduct with the active-site cysteine. Administration of
the compound caused an increase in protein tyrosine
phosphorylation in RAW 264 macrophages, similar
to the effects of the generic PTP inhibitor sodium or-
thovanadate. These data illustrate that BAY 11-7082
is an effective pan-PTP inhibitor with cell permeabil-
ity, revealing its potential as a new probe for chemi-
cal biology approaches to the study of PTP function.
Furthermore, the data suggest that inhibition of PTP
function may contribute to the many biological effects
of BAY 11-7082 that have been reported to date.

Investigation of the Regulation
and Function of Receptor PTPa
in Breast Cancer Models

HER2/ERBB2 is a member of the epidermal growth
factor (EGF) receptor family of protein tyrosine ki-
nases (PTKs) and is amplified and/or overexpressed in
~25% of breast cancer and associated with poor prog-
nosis. Using MCF10A mammary epithelial cells that
ectopically express an “activatable” ErbB2 chimera as
a model, they demonstrated that NOX-dependent pro-
duction of hydrogen peroxide occurs rapidly following
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ERBB2 activation, leading to reversible oxidation
of the transmembrane receptor phosphatase PTPo.
This inhibited the activity of PTPa., contributing to
increased ERBB2 signaling. Furthermore, the suppres-
sion of PTPa by shRNA led to ERBB2-dependent
increased cell migration, which was characterized
by prolonged interaction of GRB7 with ERBB2, in-
creased association of ERBB2 with a 1 integrin-rich
complex, and was dependent on GRB7-SH2 domain
interactions. Interestingly, the human GRBY gene is
commonly co-amplified with ERBB2 in breast cancer,
and GRBY7 has been implicated in cell migration. Sup-
porting this concept, the ERBB2-dependent migration
in PTPa-knockdown cells was suppressed by a GRB7-
SH2 domain inhibitor. They demonstrated that PTPo
dephosphorylated FAK specifically on Tyr%’7, and FAK
Tyr""” phosphorylation was enhanced in cells follow-
ing ERBB2 activation when PTPo was suppressed,
which contributed to the recruitment of vinculin to
FAK. Collectively, these data support a role for PTPo
in regulating motility of mammary epithelial cells in
response to ERBB2 signaling, consistent with a role for
the phosphatase in breast cancer.
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UNDERSTANDING PROSTATE CANCER METASTASIS

M. Chen
H. Cho

T.Herzka D.Nowak
A.Naguib W.Zheng

L. Trotman

We study the mechanisms behind the transition from
indolent to lethal metastatic prostate cancer. Our
aim is to recreate the lethal disease in fast and faith-
ful mouse models that can be studied and used for
preclinical trials that help us develop better therapies.
PTEN is a haploinsufficient tumor suppressor: Par-
tial loss or degradation results in growth advantage,
and in contrast, we found that complete loss triggers
senescence arrest. Studying human prostate cancer
genomes showed that loss of PTEN and p53 genes
was strongly associated with metastatic disease, sug-
gesting that overcoming the senescence brakes leads
to disease progression in some 50% of patients. Clas-
sic mouse models of this genotype, however, failed to
recapitulate metastasis. We are developing a new ap-
proach for modeling prostate cancer in mouse, termed
RapidCaP. It allows us to generate loss of Pten and
p53 genes without the need for breeding and suggests
that widespread metastasis is found when the genes
are co-deleted. This approach could serve as the first
platform for therapy of endogenous metastatic pros-
tate cancer in a preclinical animal model.

At the same time, we study regulation of the PTEN
protein because many patients show reduced protein

in spite of intact DNA and RNA function.

Molecular and Genetic Analysis of Prostate
Cancer Evolution

H. Cho, D. Nowak, T. Herzka, W. Zheng [in collaboration
with J. Hicks and M. Wigler, Cold Spring Harbor Laboratory;
B. Robinson, Weill Cornell Medical College, New York]

Understanding the progression from indolent to le-
thal prostate cancer remains the major challenge in
the field. Hyperactivation of the phosphoinositol-3
kinase (PI3K)/AKT pathway is common in many
cancer types. Our work demonstrated that loss of the
capacity to mount a senescence response is critical for
the lethal progression event. To define the molecular
changes that occur in this transition, we have reca-
pitulated the pre- and postsenescence genetics in vitro
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using primary cells and analyzed the signatures that
are an immediate consequence of breaking the senes-
cence response by loss of p53. Comprehensive analy-
ses of changes in transcription, proteome, and secre-
tome have led to identification of signature responses,
which are being validated in human prostate cancer
specimens (in collaboration with Dr. Robinson).

In a collaboration with scientists at McGill Uni-
versity, Montreal, we found that amplification of an
androgen receptor (AR) target locus is associated with
amplification of AR itself, suggesting that enhanced
transcription at these sites may promote amplification.
Because the region has previously been implicated
as an inherited locus for prostate cancer risk, it may
emerge as a critical region for genome analysis and
prediction of a patient’s disease progression.

To validate alterations and key genetic events that
are found in the human samples, we are developing
more flexible mouse modeling techniques. RNA-in-
terference (RNAI) has been shown to recapitulate key
features of gene knockout models, especially given the
fact that the majority of tumor suppressors are found
in hemizygous deletions in cancer. RNAi-based mod-
els of Pten/p53 loss have been generated and followed
up for disease initiation and progression character-
istics. Most notably, our approach of direct viral in-
jection into prostate has shown highly efficient gene
transduction of cancer genes, cre-recombinase, as well
as reporter genes, resulting in highly penetrant metas-
tasis. Thus, our approach introduces a fast and flexible
method for the generation of prostate cancer and its
metastasis that can be tracked in live animals.

Living with Lethal Genes
M. Chen, A. Naguib, T. Herzka, W. Zheng

PTEN is the major negative regulator of PI3K signal-
ing with cell-specific functions that go beyond tumor
suppression. In fac, it is surprising that a gene that pre-
vents cells from growing and can cause them to die is
constitutively expressed in most healthy tissues. This



raises the fundamental question of how the PTEN gene
is suppressed to allow for normal growth, tissue repair,
and development. We are interested in this question be-
cause many cancer types reveal degradation of PTEN
protein while the gene remains intact. Our hypothesis
is that such cancers indirectly target PTEN by loss of
genes that are essential for PTEN maintenance. Thus,
understanding the normal processes behind PTEN
regulation may unearth critical cancer genes.

Ischemic injury results from insufficient blood
flow to organs or tissues, examples of which include
stroke and myocardial infarction. PTEN, under nor-
mal physiological conditions, acts to antagonize
PI3K/AKT-mediated signaling and thereby promotes
growth arrest and can trigger apoptosis. However,
subsequent to ischemic injury, limiting the ability
of wounded tissue to renew or promoting cell death
would be detrimental to the healing effort. To our
surprise, we learned that nuclear seclusion of PTEN is
one mechanism to temporarily suppress its function:
In collaboration with experts in mouse models for
stroke, we have demonstrated that cytoplasmic Pten
is translocated into the nucleus of neurons following
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cerebral ischemia. Ciritically, this transport event
is dependent on the surge in the Ndfipl protein, as
neurons in Ndfipl-deficient mice fail to import Pten.
Ndfipl binds Pten, resulting in enhanced ubiquitina-
tion by Nedd4 E3 ligases, an event that we previously
showed to control import.

These findings highlight the intersection of PTEN
nuclear import and degradation, and we are currently
testing the role of nuclear import receptors in regulat-
ing PTEN stability and transport.
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CANCER MEDICINE LABORATORY/CANCER

THERAPEUTICS INITIATIVE

D. Tuveson B.Alagesan E. Elyada T. Oni
T. Ardito D. Engle Y. Park
L. Baker M. Feigin M. Ponz-Sarvise
C. Chio A.Handly-Santana H. Tiriac
V. Corbo C. Hwang K. Wright
B. Creighton M. Ludwig K. Yu
B. Delcuze D. Ohlund

The Tuveson laboratory uses cancer models and
human clinical trials to explore fundamental biology
questions and to identify new diagnostic and treat-
ment strategies. Our main focus is pancreatic can-
cer, a lethal malignancy despite intensive study. For
example, we have adapted a new method to culture
primary human and mouse pancreatic tissue indefi-
nitely as ductal organoids, enabling deep molecular
and therapeutic analyses. Second, therapeutic experi-
ments in mouse models have revealed an important
role for stromal interactions on influencing therapeu-
tic response. We are initiating our first clinical trial
shared between CSHL and Memorial Sloan-Kettering
Cancer Center to investigate a drug delivery approach
for pancreatic cancer patients. Collectively, our strat-
egy in the preclinical and clinical arena represents the
“Cancer Therapeutics Initiative” at CSHL, a resource
that should enable many investigators to do similar
work.

Cancer Diagnostics

This work was done in collaboration with D. Pappin
(Cold Spring Harbor Laboratory), J. Lewis (Memorial
Sloan-Kettering Cancer Center), and R. Hynes
(Massachusetts Institute of Technology).

The diagnosis of eatly-stage cancers in most patients
is challenging and usually based on a tissue biopsy.
Indeed, our failure to detect nascent malignancies
when anatomically localized and potentially surgi-
cally curable reflects the lethality of many cancers for
which insufficient systemic therapies exist. Cervical
cancer best exemplifies this principle, where the in-
troduction of gynecological examinations with histo-
logical screening led to a marked decrease in the previ-
ously main cause of female cancer deaths worldwide.
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Additionally, the direct visualization of incipient tu-
mors with a variety of radiological and endoscopic
modalities also reduces lung and colon cancer mor-
tality, respectively. These recent advances have estab-
lished standards for preventive medicine in the United
States, although most patients who are ultimately
diagnosed with lung, bowel, and other malignancies
are missed. Investigational approaches include the de-
velopment of blood-based biomarkers such as circu-
lating nucleic acids, proteins, cancer cells, exosomes,
and immune response biomarkers. These exploratory
efforts are still under way, and other than biomarkers
for uncommon cancers (e.g., b-HCG for choriocar-
cinoma, AFP for testicular cancer), they have not yet
provided an effective approach that can be utilized in
a general or selected population of otherwise healthy
individuals. The major barriers to the development of
cancer biomarkers are the lack of sensitivity (limits of
detection) and specificity (due to similarities to non-
malignant diseases). Accordingly, we have initiated a
new research program to develop methods for tumor
detection in mice by taking advantage of genetic dif-
ferences between mice and humans, in efforts to find
biomarkers of early-stage, pancreatic preneoplasms.
These methods include a combination of biochemical
and radiological approaches.

Cancer Therapeutics

This work was done in collaboration with K. Yu (Cold
Spring Harbor Laboratory/Memorial Sloan-Kettering
Cancer Center) and A. Krainer (Cold Spring Harbor
Laboratory).

Pancreatic cancer is refractory to conventional and
targeted agents. Although the drug resistance of pan-
creatic ductal adenocarcinoma (PDA) may represent



unique cell-intrinsic drug resistance mechanisms such
as cellular differentiation states and drug exporters,
we have shown that the stromal-rich PDA tumors lack
a functional vasculature-limiting drug delivery, thus
contributing to drug resistance. Hedgehog inhibition
and stromal digestion with pegylated hyaluronidase
(PEG-PH20) both led to increased perfusion and
chemotherapy delivery in PDA tumor tissues, and
transient increases in mouse survival. These findings
became the basis of a clinical trial using the hedgehog
inhibitor IPI926 in combination with gemcitabine for
patients with metastatic PDAC, but unfortunately, the
first randomized trial was negative and the analysis is
ongoing. Early-phase clinical trials with gemcitabine
in combination with PEG-PH20 are under way, with
interim results expected shortly. Interestingly, PEG-
PH20 treatment also specifically increased the deliv-
ery of high-molecular-weight agents, providing the
opportunity to evaluate novel high-molecular-weight
therapeutic agents that are otherwise difficult to deliv-
er to PDAC tissues, including antibodies and nucleic
acids.

Dr. Ken Yu, working with the Tuveson laboratory
as a CSHL clinical fellow and a medical oncologist at
MSKCC, has written a proof-of-concept clinical trial
to assess whether PEG-PH20 and related stromal dis-
ruption approaches will increase the effectiveness of
biological therapeutics in pancreatic cancer patients.
His trial will be conducted to establish whether PEG-
PH20 can increase the delivery of an FDA-approved
anti-EGFR (epidermal growth factor receptor) anti-
body cetuximab in patients scheduled to undergo sur-
gery for resectable pancreatic cancer. The design will
be to administer PEG-PH20 2 d before surgery and
treat with therapeutic antibody 24 h later, with surgery
following 24 h later. Comparisons will be made to pa-
tients who do not receive PEG-PH20, and resected tu-
mors will be assessed for the delivery of the antibody
and any biochemical alterations by IHC. Cetuximab
is the first antibody to be considered because it binds
to EGFR, which is expressed by the majority of PDAC
cells and can be easily detected through the chimeric
murine portion of the antibody. Cetuximab was not
shown to alter the effects of gemcitabine treatment in
PDAC patients in a recent SWOG trial, potentially
because it is not delivered optimally. Positive findings
will motivate the assessment of additional agents in
more advanced preclinical and clinical trials, includ-
ing neoadjuvant trials in locally advanced pancreatic
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cancer patients and mice to improve resectability and
survival.

Besides the limitations in drug delivery observed
in pancreatic tumors, we recently reported that the
matricellular protein connective tissue growth factor
(CTGF) promotes drug resistance in mice with PDA
(Neesse et al. 2013a). Our analysis has determined
that CTGF promotes cell survival in neoplastic cells
by up-regulating the survival factor XIAP. This sug-
gests that multiple matricellular proteins may serve
such a role in preventing a response to therapies in
PDA. Our organoid approach below is currently being
used to establish the mechanism of CTGF function.

Development of Pancreatic Ductal
Organoids as a Novel In Vitro Cancer
Model for Biological Exploration and
Medical Applications

This work was done in collaboration with H. Clevers,
Hubrecht Institute, The Netherlands.

To accelerate our molecular and therapeutic work,
we established a method to indefinitely culture nor-
mal, preneoplastic, and frankly malignant murine
and human pancreatic ductal cells in semisolid media
(Fig. 1). This approach was based on the pioneering
work of Dr. Hans Clevers (Hubrecht Institute, The
Netherlands), who demonstrated that intestinal villi
could be indefinitely propagated in three-dimensional
cultures, and he termed these cultures organoids be-
cause they formed normal tissues upon transplanta-
tion into murine intestines. Our pancreatic ductal
organoid structures obtained from normal and malig-

}

Figure 1. Mouse pancreatic tissues from normal (A) PanIN (B)
and tumors (C) were used to isolate the corresponding organoid
lines (D—F). Scale bar, 200 um. n > 3 samples each.
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Figure 2. Orthotopic, syngeneic transplantation of GFP-express-
ing organoids evaluated 1 mo later by H&E and IHC. (Bottom)
Mucin production (Alcian blue) and Muc5ac expression in trans-
plants from P organoids. Scale bar, 300 um. n > 3 cases each.

nant mouse pancreata resumed their original morpho-
logical appearances following orthotopic transplanta-
tion, confirming that they represent distinct stages of
tumorigenesis (Fig. 2). These cultures will enable the
less costly, high-throughput assessment of small mol-
ecule and shRNA screens in cell culture, prior to char-
acterization in vivo. Additionally, they can be directly
characterized at the genomic, transcriptomic, and pro-

teomic levels to determine the molecular correlates of
therapeutic response. This approach will be compared
to routine two-dimensional tissue culture systems,
and in parallel, they will be compared to the tradi-
tional PDX models. If organoids offer advantages to
PDX models, we will determine how to extend this to
other organ types and how to best utilize this technol-
ogy for patient benefit. For example, serial organoids
from patients under therapy may reveal a model sys-
tem for interrogating drug resistance and identifying
new targets of drug sensitivity, perhaps more robustly
than circulating tumor cells (CTCs) as it is challeng-
ing to propagate these cells in culture. We also have
found that cancer cell lines readily adapt to growth in
organoid conditions, suggesting that this approach for

CTCs may work.
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RAS AND RHO GTPases AND THE CONTROL

OF SIGNAL TRANSDUCTION

L. Van Aelst B. Elmer M. Wang
Y. Tai Y.-T. Yang
C.-L.Wang J.-R.Yu

Research in my laboratory is focused on the role of
Ras and Rho GTPase family members in signal trans-
duction. Ras and Rho family members have key roles
in cellular activities controlling cell growth control,
differentiation, and morphogenesis. Alterations in Ras
and Rho functions have been causally linked to both
cancer and brain disorders, including mental retarda-
tion, schizophrenia, and epilepsy. Our interests lie in
understanding how defects in Ras- and Rho-linked
proteins contribute to the development of these dis-
ease processes. Toward this end, my lab has contin-
ued to define the functions of selected GTPases and
their regulators and effectors in models of cancer and
neurodevelopmental disorders. Below are highlighted
selected key projects that have been performed during
the past year.

Regulation of Chandelier Cell Cartridge and
Bouton Development via DOCK7-Mediated
ErbB4 Activation

DOCKY7 is a member of the evolutionarily con-
served DOCK180-related protein superfamily. The
DOCKI180 family emerged as a distinct class of Rac
and/or Cdc42 GTPase guanine nucleotide exchange
factors (GEFs), which have diverse cell-type-specific
functions. We initially identified DOCK7 as a novel
activator of Rac that is highly expressed in the de-
veloping brain. Significantly, sequence variations in
DOCK?7 have been reported in schizophrenia pa-
tients; however, the role(s) of DOCK?7 in neuronal
development and/or function has remained largely
elusive.

We previously reported that DOCK? has a critical
role in the polarization and genesis of newborn pyra-
midal neurons and that it does so by promoting Rac
activity and antagonizing TACC3 (transforming acid-
ic coiled-coil-containing protein 3) function, respec-
tively. Interestingly, in more recent studies examining

the expression patterns of members of the DOCK180
family in GABAergic interneurons, we intriguingly
observed the presence of DOCK?7, among other par-
valbumin (PV)-expressing interneurons, in chande-
lier cells (ChCs) of adolescent/adult mouse brains.
ChCs, typified by their unique axonal morphology,
are the most distinct interneurons present in cortical
circuits. Via their distinctive axonal terminals, called
cartridges, these cells selectively target the axon initial
segment of pyramidal cells and control action poten-
tial initiation; yet, the mechanisms that govern the
characteristic ChC axonal structure have remained
elusive. The main obstacles have been a lack of unique
biochemical ChC markers and versatile methods to
target and manipulate gene expression in these cells.
This prompted us to develop a method to manipu-
late gene expression in ChCs so that DOCK7’s role
in their development could be assessed. On the basis
of recent evidence indicating that progenitors in the
ventral medial ganglionic eminence (vMGE) provide
a source of ChCs, we reasoned it should be possible to
target gene expression in nascent ChCs by means of in
utero electroporation directed toward the yYMGE and
found that this is indeed the case. Using this tech-
nique, we demonstrated a critical role for DOCK7 in
ChC cartridge/bouton development. In particular,
knockdown of DOCKY caused a disorganization of
ChC cartridges and a decrease in the density and size
of ChC boutons. DOCK?7 overexpression elicited es-
sentially the opposite phenotypes. An organized net-
work of ChC cartridges was formed, and both the
density and size of boutons were increased. We fur-
ther found that DOCKY functions as a cytoplasmic
activator of the schizophrenia-associated ErbB4 re-
ceptor tyrosine kinase, and importantly that DOCK7
modulates ErbB4 activity to control ChC cartridge/
bouton development. Indeed, an ErbB4 mutant with
enhanced kinase activity was able to overcome the
phenotypes associated with DOCK7 knockdown,
whereas silencing of ErbB4 prevented the phenotypes
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elicited by DOCK7 overexpression. Thus, our find-
ings define DOCK?Y and ErbB4 as key components of
a pathway that controls the morphological differentia-
tion of ChCs, with implications for the pathogenesis
of schizophrenia.

Multifunctional Role of the X-Linked
Mental Retardation Protein OPHN1
at the Hippocampal CA1 Synapse

Oligophrenin-1 (OPHNI), encoding a Rho-GTPase-
activating protein, was the first identified Rho-linked
mental retardation (MR) gene. It was initially identi-
fied by the analysis of a balanced translocation t(X;12)
observed in a female patient with mild MR. Subse-
quent studies revealed the presence of OPHNI muta-
tions in families with MR associated with cerebellar
hypoplasia, lateral ventricle enlargement, and/or epi-
lepsy. Most of the OPHNI mutations identified to date
have been shown, or predicted, to result in OPHNI1
loss of function; however, the pathophysiological role
of OPHNI has remained poorly understood.

We have begun to unveil the function of OPHNI1
both at the pre- and postsynaptic site of the hippo-
campal CA3-CAl synapse. We previously reported
that during early development, presynaptic OPHNI1
is important for efficient retrieval of synaptic vesicles,
whereas postsynaptic OPHNT1 has a key role in activ-
ity-dependent maturation and plasticity of excitatory
synapses, suggesting the involvement of OPHNI in
normal activity-driven glutamatergic synapse devel-
opment. Interestingly, we more recently found that
postsynaptic OPHNI1 also has a critical role in me-
diating a form of plasticity (mGIluR-LTD) that relies
on the activation of group I metabotropic glutamate
receptors, which consist of mGluR1 and mGluR5
in CAl hippocampal neurons. Alterations in this
form of plasticity have been linked to drug addic-
tion and cognitive disorders. A key characteristic of
mGIuR-LTD is its dependence on rapid protein syn-
thesis; however, the identities of the proteins mediat-
ing LTD have remained largely elusive. We obtained
evidence that OPHNI1 expression is translationally
induced in dendrites of CAI neurons within 10 min
of mGluR activation and that this response is essen-
tial for mGluR-dependent LTD. Specifically, acute
blockade of new OPHNT1 synthesis impedes mGluR-
LTD and the associated long-term decreases in surface

AMPARs  (0-amino-3-hydroxy-5-methyl-4-isoxazole
propionic acid receptors). Interestingly, the rapid in-
duction of OPHNI expression is primarily dependent
on mGluR1 activation and is independent of fragile-X
mental retardation protein (FMRP).

We further demonstrated that OPHNT’s role in
mediating mGluR-LTD is dissociable from its role in
basal synaptic transmission. mGluR-LTD and the as-
sociated long-term decreases in surface AMPARs are
dependent on OPHNT’s interaction with endophilin
A2/3, whereas regulation of basal synaptic strength
requires OPHNTI’s Rho-GAP activity and association
with Homer 1b/c proteins. As to how OPHNI could
mediate the strengthening of synapses via interactions
with Homer 1b/c and RhoA, we previously showed
that OPHN1 becomes enriched in spines in response
to synaptic activity and NMDAR (N-methyl-p-
aspartate) activation, where by locally modulating
RhoA/Rho kinase activities (i.e., in the proximity
of AMPARS), it contributes to the stabilization of
AMPARs. Homer 1b/c proteins, on the other hand,
were shown to participate in the positioning of the
endocytic zone (EZ) near the postsynaptic density
(PSD). The close juxtaposition of the EZ and the
PSD enables localized endocytosis and recycling of
AMPARSs, thereby maintaining a mobile pool of sur-
face AMPARSs required for synaptic potentiation. In-
terestingly, we recently found that a physical interac-
tion between OPHNI1 and Homer 1b/c is crucial for
the positioning of the EZ adjacent to the PSD, and we
obtained evidence that this interaction is important
for OPHNT’s role in controlling activity-dependent
strengthening of excitatory synapses. Disruption of
the OPHNI-Homer 1b/c interaction caused a dis-
placement of EZs from the PSD, along with impaired
AMPAR recycling and reduced AMPAR accumula-
tion at synapses, under both basal conditions and con-
ditions that can induce synaptic potentiation. Thus,
these data indicate that OPHNI exerts its effects on
synapse strengthening by serving at least two distinct
roles. Via its interaction with Homer 1b/c, OPHNI1
facilitates the recycling and thereby maintenance of a
mobile pool of surface AMPARSs, whereas via its Rho-
GAP activity, OPHNI contributes to the stabilization
of synaptic AMPARGs.

Collectively, our findings point to a multifunc-
tional role for OPHNI at CA1 synapses. Independent
of its role in activity-driven glutamatergic synapse de-
velopment, regulated OPHNI synthesis has a critical



role in mGluR-dependent LTD. Thus, it is conceiv-
able that, on the one hand, OPHNI1 might have an
important role in synapse maturation and circuit wir-
ing during early development, and, on the other hand,
the regulated OPHNI synthesis could operate during
adulthood to weaken synapses in response to behav-
iorally relevant stimuli.

DOK2 Inhibits EGFR-Mutated
Lung Adenosarcoma

Members of the Dok family of adaptor proteins have
emerged as key modulators of protein tyrosine kinase
(PTK) signaling. Dokl, also known as p62%k, is the
prototypical family member. It was first identified as a
substrate of oncogenic tyrosine kinases, p210>-2"! and
v-Abl, and found to be a substrate of many endogenous
PTXKSs; hence, it was termed Dok, for downstream from
kinases. Since the identification of Dokl, six addition-
al Dok family members have been identified: Dokl to
Dok7. Among them, Dokl and Dok2 share the ability
to bind to Ras-GAP, a negative regulator of Ras. We
reported previously that Dokl attenuates growth-fac-
tor-induced cell proliferation and that Dokl as well as
Dok2 possess tumor suppressive activity in the context
of myeloid leukemia. Indeed, in collaboration with
Dr. Pandolft’s group, we found that mice lacking both
Dokl and Dok2 spontaneously develop a CML-like
myeloproliferative disease. Significantly, Dok family
members do not act only as “cumor suppressors” in the
hematopoietic compartment, but also in solid tissues,
such as the lung. Single, double, or triple compound
loss of Dokl, Dok2, and Dok3 in mice results in lung
adenocarcinoma with penetrance and latency depen-
dent on the number of lost Dok family members.

In more recent collaborative studies with the Pan-
dolfi lab, we examined in more depth the role of Dok2
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in suppressing EGFR-driven lung tumorigenesis, es-
pecially since DOK2 was identified as a candidate
human lung tumor suppressor gene. Of note, somat-
ic mutations in the EGFR proto-oncogene occur in
~15% of human lung adenocarcinomas, and the im-
portance of EGFR mutations for the initiation and
maintenance of lung cancer is well established from
mouse models and cancer therapy trials in human
lung cancer patients. Interestingly, we found that ge-
nomic loss of DOK2 is associated with EGFR muta-
tions in human lung adenocarcinoma. These findings
led us to postulate that loss of DOK2 could combine
with EGFR mutations to promote lung tumorigenesis.
We tested this hypothesis using genetically engineered
mouse models and found that loss of Dok2 in mice
accelerates lung tumorigenesis initiated by oncogenic
EGFR, but not by mutated Kras. Moreover, we found
that DOK2 participates in a negative feedback loop
that opposes mutated EGFR; EGFR mutation leads to
recruitment of DOK2 to the EGFR and DOK2-me-
diated inhibition of downstream activation of RAS.
Thus, these data identify DOK2 as a tumor suppres-
sor in EGFR-mutant lung adenocarcinoma.
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REGULATION OF MALIGNANT GLIOMA HETEROGENEITY

AND LINEAGE DEVELOPMENT

H.Zheng B.Guo
L. Klingler

L. Zhang

Malignant glioma is the most common and lethal type of
brain tumor in adult patients. The current standard care
for malignant glioma includes maximal surgical resec-
tion, followed by radiation with adjuvant chemotherapy
for the residual infiltrative tumor component. Despite
these aggressive treatment efforts, the disease invariably
returns. In its most aggressive form, glioblastoma (GBM)
has a median survival of only 12-15 mo with a 5-yr sur-
vival rate of <5% after initial diagnosis. Unfortunately,
refinements of available therapeutic modalities including
microneurosurgery, radiation, and chemotherapy in the
last several decades have not substantially improved pa-
tient survival. The long-term goal of our research is to
define the complex biology of malignant glioma patho-
genesis with the aim of translating the developed knowl-
edge into patient benefits. Along this line, the research in
our group has been focused on two major areas: (1) de-
veloping various genetically engineered animal models
to recapitulate the process of human glioma pathogen-
esis and using these animal models as tools to investigate
in vivo tumor initiation, progression, and their response
to various therapeutic treatments and (2) applying an
integrated approach combining model systems, neural
stem cell biology, and RNA interference (RNAI) to iden-
tify molecular and developmental programs relevant to
glioma pathogenesis and treatment. Particularly, we are
interested in genetic and epigenetic pathways involved in
controlling neural precursor cell fate determination. We
believe that an improved understanding of the develop-
mental programs governing the self-renewal and differ-
entiation processes along the neural progenitor—glial axis
and, by extension, the glioma stem cells—progeny axis,
will serve instrumentally in guiding future development
of efficient treatments targeting this dreadful disease.

Characterizing EGFR-Targeted Therapeutic
Resistance

The epidermal growth factor receptor (EGFR) is a
transmembrane protein that belongs to a family of

104

receptor tyrosine kinases. In human malignant gli-
oma, amplification and mutation of EGFR represent
the signature genetic abnormalities encountered in
~40%-50% of patients, a fact that makes EGFR a
compelling candidate for targeting therapy. A range
of potential target therapies, particularly small mo-
lecular inhibitors of its tyrosine kinase activity, are
currently in development or in clinical trials for the
treatment of malignant gliomas. Despite their no-
table therapeutic impact for treating other types of
cancers, efficacy of these clinically approved small-
molecule EGFR inhibitors in malignant glioma
trials has so far been limited by both upfront and
acquired drug resistance, and any responses have
been unrelated to EGFR amplification status. These
clinical observations question whether EGFR is a vi-
able therapeutic target for malignant gliomas. There
are three potential causes of the clinically observed
EGFR inhibitor resistance in glioma: (1) EGFR
might not be essential for glioma cell survival, and
therefore the EGFR cannot be targeted for glioma
treatment, (2) the drugs may not penetrate the
blood brain barrier, a general concern for drugs tar-
geting central nervous system diseases, and (3) the
brain-cancer-specific EGFR and mutant may not be
particularly sensitive to the current small-molecular
EGFR kinase inhibitor. To address these questions,
we developed a malignant glioma animal model
driven by the tetracycline-induced overexpression of
a malignant glioma-specific EGFR mutant with con-
current brain-specific inactivation of /nk4a/Arfand
Pten tumor suppressors. The tightly tetracycline-
controlled mutant EGFR expression in this case
ensures a faithful model system to mirror clinically
EGFR targeting therapy and provides us with an
opportunity to dissect the resistance mechanism(s)
in vivo. By using both genetic and pharmacologic
approaches, we demonstrated that genetic abla-
tion of mutant EGFR protein expression leads to
acute glioma regression, confirming that EGFR
and its mutants are indeed therapeutic targets for



malignant glioma treatment. Importantly, the acute
response caused by genetically suppressing EGFR
protein expression is in stark contrast to the poor
outcome from EGFR kinase inhibitor treatment,
which only marginally decelerated tumor growth
despite the displayed potency of inhibiting EGFR
phosphorylation. Our findings strongly suggest that
EGEFR kinase activity is not an absolute indicator
of overall EGFR oncogenic functions in malignant
gliomas as had been thought. Therefore, we believe
the next generation of therapies will need to target
both EGFR kinase-dependent and -independent ac-
tivities in order to achieve optimal efficacy against
malignant gliomas carrying EGFR amplification
and/or mutations. We currently are focusing on de-
ciphering the EGFR kinase-independent activities
and analyzing their contribution to glioma progres-
sion and drug resistance.

Epigenetic Regulation during Glioma
Pathogenesis

Epigenetic regulation is developmentally defined as
heritable changes in cellular and organismal pheno-
types without altering the underlying genetic infor-
mation and is best exemplified by cell fate determi-
nation. During development, epigenetic programs
work in concert with genetic mechanisms to regulate
transcription and control cell fate determination. As
one key event in glioma pathogenesis is corruption of
cell lineage differentiation programs, we reason that
glioma cells, particularly the G-TICs, are dependent
on distinct epigenetic networks to sustain their aber-
rant differentiation state and therefore are sensitive
to perturbations of certain epigenetic structures. In
collaboration with Scott Lowe and Chris Vakoc’s
groups here at CSHL, we previously had initiated
a project to probe the epigenetic networks essential
for maintaining glioma cell differentiation state. In
a comprehensive epigenetic screen of a customized
small hairpin RNA (shRNA) library targeting epi-
genetic regulators, we had identified multiple chro-
matin modulators including bromodomain contain-
ing 4 (Brd4) that are important for glioma cell self-
renewal. Starting from this small panel of chromatin
modulators, we used an assortment of genetic and
pharmacological assays to narrow down candidates
to those whose suppression sensitizes glioma cells to
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differentiation. Interestingly, we found that not all
glioma cells respond the same to individual candi-
date suppression. For example, although Brd4 inhi-
bition did in general slow down glioma cell growth,
we noticed that different lineages of glioma cell lines
present very different sensitivities to the Brd4 inhibi-
tor. In particular, we observed that the glioma cells
with high neuronal lineage marker expression were
generally more sensitive to Brd4 inhibition. Consis-
tently, Brd4 inhibition preferentially eliminates neu-
ronal lineage cells during differentiation of cultured
neural stem cells. These findings indicate that dif-
ferent subtype of gliomas may depend on distinctive
sets of chromatin modulators to maintain their prop-
agation. In addition, identification of the unique de-
pendencies with different subtypes of gliomas will
likely provide insight into mechanistic actions of
these specific candidates, possibly forming a basis for
future patient stratification.

In another effort to probe chromatin modulators
for tumor suppressor genes whose suppression dis-
rupts neural progenitor cell differentiation, we have
identified multiple interesting candidates, including
alpha thalassemia/mental retardation syndrome X-
linked (A7TRX). ATRX is a Rad54-like ATP-driven
DNA translocase belonging to the SWI/SNF family
of chromatin remodulators, and its germline muta-
tion causes a form of syndromal mental retardation
with multiple developmental abnormalities. Recently,
frequent ATRX somatic frameshift and nonsense mu-
tations that completely abolish protein function have
been identified in human pediatric and adult glio-
mas, pancreatic neuroendocrine tumors (PanNETs),
as well as other cancers of the central nervous system
(CNS), suggesting a tumor suppressor role of ATRX.
But despite some evidence suggesting that Atrx might
be involved in facilitating a replication-independent
histone variant incorporation into chromatin, in large
part, its molecular functions remain unclear. In our
current studies, we found that suppression of Atrx
expression can significantly promote glioma initia-
tion from murine NSC cells deleted of p53 and Pten
tumor suppressor genes. Functionally, we demon-
strated that Atrx has an important role modulating
neuronal differentiation, although not their lineage
determination. By using chromatin immunoprecipi-
tation and sequencing technologies, we further estab-
lished the genome-wide distribution of Atrx protein
in mouse neural stem cells. Our data reveal that Atrx
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protein targets tandem repeat sequences and likely
regulates expression of the genes associated with these
tandem repeats during the process of neural stem cell
lineage differentiation. Currently, we are character-
izing Atrx molecular targets responsible for its roles
in neural stem cell lineage differentiation and glioma
pathogenesis.
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How does the brain encode stimuli from the outside world, within and across sensory modali-
ties, to generate specific perceptions that trigger complex behaviors? How is the brain shaped by
sensory experience, and what modifications occur in neuronal circuits that allow us to learn and
remember? These are the questions guiding the work of Florin Albeanu, who is using the olfac-
tory bulb and olfactory cortex of mice as the subject of his current studies. Airborne chemicals,
translated into neuronal signals by specific receptors in the nose, are sent directly to the olfactory
bulb. Advances in optical imaging and optogenetics combined with electrophysiological record-
ings enable Albeanu and colleagues to monitor and/or alter patterns of activity at unprecedented
synaptic and millisecond resolution, in real time, as animals are engaged in various behaviors.
For survival, rodents need to identify the smells of objects of interest such as food, mates, and
predators, across their recurring appearances in the surroundings, despite apparent variations
in their features. Furthermore, animals aptly extract relevant information about environment
across different sensory modalities, combining olfactory, visual, or auditory cues. By recording
neuronal activity in the input and output layers of the olfactory bulb, as well as feedback from
olfactory cortical areas and neuromodulatory signals, Albeanu and his team aim to understand
computations the bulb performs and how this information is decoded deeper in the brain. They
have recently published evidence suggesting that the mouse olfactory bulb is not merely a relay
station between the nose and cortex, as many have supposed. Using optogenetic tools and a novel
patterned illumination technique, they discovered that there are many more information output
channels leaving the olfactory bulb for the cortex than there are inputs received from the nose.
They are currently investigating how this diversity of bulb outputs is generated, as well as how
downstream areas, such as the piriform and parietal cortex, make use of such information during
behaviors.

The study of decision-making provides a window into the family of brain functions that constitute
cognition. It intervenes between perception and action and can link one to the other. Although
much is known about sensory processing and motor control, much less is known about the cir-
cuitry connecting them. Some of the most interesting circuits are those that make it possible to de-
liberate among different interpretations of sensory information before making a choice about what
to do. Anne Churchland’s lab investigates the neural machinery underlying decision-making. Lab
members use carefully designed paradigms that encourage experimental subjects to deliberate over
incoming sensory evidence before making a decision. Recent results show that rats and humans
have a statistically similar decision-making ability. To connect this behavior to its underlying neu-
ral circuitry, the researchers measure electrophysiological responses of cortical neurons in rodents
as they perform designated tasks. The lab’s current focus is on parietal cortex, which appears to be
at the midpoint between sensory processing and motor planning. Churchland and colleagues also
use theoretical models of varying complexity to further constrain how observed neural responses
might drive behavior. This approach generates insights into sensory processing, motor planning,
and complex cognitive function.

Research in Josh Dubnau’s lab is concentrated on two different questions. First, Dubnau and his
team are investigating mechanisms of memory using Drosophila as a model system. A second area
of research is focused on uncovering mechanisms of neurodegeneration that underlie amyotrophic
lateral sclerosis (ALS) and frontotemporal lobar degeneration (FTLD). Work in the Dubnau lab
has suggested a novel hypothesis to explain neurodegeneration in these disorders. They discov-
ered that awakening retrotransposons in the genome of some brain cells might be responsible for
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causing cell death. Retrotransposons are virus-like repetitive elements that are encoded in the
genome and are capable of replicating and inserting into new chromosomal positions. This can
lead to DNA damage and cell death by a process known as apoptosis. The lab is investigating
this hypothesis for ALS/FTLD using a multidisciplinary approach that includes experimental
work with fly, mouse, cell culture, and human postmortem tissue. Computational analyses of
genomic data are performed in collaboration with Molly Hammell’s group. If the retrotransposon
hypothesis is correct, it will change the trajectory of neurodegeneration research and have obvious
clinical impact. Retrotransposon RNAs and proteins are promising new diagnostic markers and
potentially important therapeutic targets.

Grigori Enikolopov and colleagues study stem cells in the adult brain. They have generated sev-
eral models to account for how stem cells give rise to progenitors and, ultimately, to neurons,
and they are using these models to determine the targets of antidepressant therapies, to identify
signaling pathways that control generation of new neurons, and to search for neuronal and neu-
roendocrine circuits involved in mood regulation. Recent experiments suggest a new model of
how stem cells are regulated in the adult brain, with a focus on stem cells’ decision on whether to
divide—and embark on a path of differentiation—or remain quiescent. This model explains why
the number of new neurons decreases with advancing age and may lead to impairments in memory
and depressed mood. It also explains why multiple brain trauma and prolonged neurodegenera-
tive disease may lead to accelerated decrease of cognitive abilities. In other research, the team has
identified stem cell targets of various therapies used for treating depression and developed a gen-
eral platform to determine the effect of drugs and therapies and predict their action. The team
is now focusing on the signaling landscape of neural stem cells and on their interaction with the
surrounding niche. Enikolopov’s group is also focusing on other types of stem cells in the organ-
ism. Their latest discovery, with a team at Cornell University, relates to a new type of stem cell in
the ovary that normally heals the ovarian tissue after an oocyte is released, but easily transforms
to become malignant and generate tumors. The team is now using these discoveries to reveal how
stem cells relate to neural and oncological disorders.

Hiro Furukawa’s lab studies receptor molecules involved in neurotransmission. Its members
mainly focus on the structure and function of NMDA (N-methyl-p-aspartate) receptors—ion
channels that mediate excitatory transmission. Dysfunctional NMDA receptors cause neuro-
logical disorders and diseases including Alzheimer’s disease, Parkinson’s disease, schizophrenia,
depression, and stroke-related ischemic injuries. The Furukawa lab is working to solve the three-
dimensional structure of the very large NMDA receptor by dividing it into several domains.
They seek to understand the pharmacological specificity of neurotransmitter ligands and allo-
steric modulators in different subtypes of NMDA receptors at the molecular level. Toward this
end, they use cutting-edge techniques in X-ray crystallography to obtain crystal structures of the
NMDA receptor domains and validate structure-based functional hypotheses by a combination
of biophysical techniques including electrophysiology, fluorescence analysis, isothermal titration
calorimetry, and analytical centrifugation. Crystal structures of NMDA receptors serve as a
blueprint for creating and improving the design of therapeutic compounds with minimal side
effects for treating neurological disorders and diseases. During the last several years, the team
discovered and mapped several regulatory sites in specific classes of NMDA receptors, progress
that now opens the way to the development of a new potential class of drugs to modulate the
receptor activity.

To better understand neuronal circuits, Josh Huang and colleagues have developed novel means
of visualizing the structure and connectivity of different cell types at high resolution in living
animals, and they are able to manipulate the function of specific cell types with remarkable preci-
sion. Huang is particularly interested in circuits that use GABA, the brain’s primary inhibitory
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neurotransmitter. The lab’s work has direct implications in neurological and psychiatric illness
such as autism and schizophrenia, which involve altered development and function of GABAergic
circuits. Huang’s team also previously developed 20 different mouse lines, each of which is engi-
neered to express markers of specific cell types, and demonstrated the exquisite specificity of this
technology by imaging GABA cells. This has been used to shed new light on synapse validation,
which is at the heart of the process by which neural circuits self-assemble and is directly impli-
cated in neurodevelopmental pathologies. Huang’s team looked closely at neurexins, proteins that
interact with neuroligins to form the “zipper” that holds synapses together. They discovered that
o and P neurexins respond in different ways to neural activity—the o molecules searching out
compatible connection partners and the § molecules securing preliminary connections that prove
to be strong. The team’s most recent observations show that GABA also regulates the process by
which synapses are pruned after they have been formed. The lab has also made good progress in
studying perturbations in the developing GABAergic system in a mouse model of Rett syndrome,
one of the autism spectrum disorders. In a recent landmark study, the team also made a major
breakthrough in determining the origin of (and the genetic mechanisms that specify) the cortex’s
powerful and enigmatic chandelier cells. This is a critical class of inhibitory brain cells, and the
team showed that chandelier cells are born in a previously unrecognized portion of the embryonic
brain, which they have named the VGZ (ventral germinal zone).

Adam Kepecs and colleagues are interested in identifying the neurobiological principles underly-
ing cognition and decision-making. They use a reductionist approach, distilling behavioral ques-
tions to quantitative behavioral tasks for rats and mice that enable the monitoring and manipula-
tion of neural circuits supporting behavior. Using state-of-the-art electrophysiological techniques,
they first seek to establish the neural correlates of behavior and then use molecular and optoge-
netic manipulations to systematically dissect the underlying neural circuits. Given the complexity
of animal behavior and the dynamics of neural networks that produce it, their studies require
quantitative analysis and make regular use of computational models. The team also has begun
to incorporate human psychophysics to validate its behavioral observations in rodents by linking
them with analogous behaviors in human subjects. Currently, the team’s research encompasses
study of (1) the roles of uncertainty in decision-making, (2) the division of labor among cell types
in prefrontal cortex, (3) how the cholinergic system supports learning and attention, and (4) social
decisions that rely on stereotyped circuits. A unifying theme is the use of precisely timed cell-
type- and pathway-specific perturbations to effect gain and loss of function for specific behavioral
abilities. This year, the Kepecs lab was able to link foraging decisions—the choice between staying
or going—to a neural circuit and specific cell types in the prefrontal cortex. In other work, they
identified a class of inhibitory neurons that specializes in inhibiting other inhibitory neurons in
the cerebral cortex and conveys information about rewards and punishment. Through manipula-
tions of genetically and anatomically defined neuronal elements, the team hopes to identify funda-
mental principles of neural circuit function that will be useful for developing therapies for diseases
such as schizophrenia, Alzheimer’s disease, and autism spectrum disorder.

Alexei Koulakov and colleagues are trying to determine the mathematical rules by which the
brain assembles itself, with particular focus on the formation of sensory circuits such as those in-
volved in visual perception and olfaction. The visual system of the mouse was chosen for study in
part because its components, in neuroanatomical terms, are well understood. What is not known
is how projections are generated that lead from the eye through the thalamus and into the visual
cortex, how an individual’s experience influences the configuration of the network, and what
parameters for the process are set by genetic factors. Even less is known about the assembly of the
neural net within the mouse olfactory system, which, in the end, enables the individual to distin-
guish one smell from another with astonishing specificity and to remember such distinctions over
time. These are among the challenges that engage Koulakov and his team.
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Dysfunction of synapses in the brain is thought to have an important role in the pathogenesis of
major psychiatric disorders, including depression, anxiety, and schizophrenia. But what are the
causes? Where in the brain does the dysfunction occur? How does it result in the behavioral symp-
toms of illness? To address these issues, Bo Li and colleagues are studying, in animals, normal
synaptic plasticity underlying adaptive behaviors and synaptic aberrations responsible for mal-
adaptive behaviors that are related to depression, anxiety, and schizophrenia. Their long-term goal
is to develop methods allowing the manipulation of activity in specific brain circuits in order
to change disease-related behaviors. Li’s group uses a variety of methodologies, including patch-
clamp recording and calcium imaging of labeled neurons, two-photon imaging of spine morphol-
ogy and tagged receptors, in vivo stereotaxic virus injection, RNA interference (RNAi)-based
gene silencing, activation of specific axon terminals using light-gated cation channels, activation
or silencing of specific brain regions using transgenes, and assessment of the behavioral conse-
quences of certain manipulations. A project focusing initially on a gene called E76B4 seeks to de-
termine the genetic causes of attention deficit, a cognitive impairment that is consistently observed
in schizophrenia. This year, Li and his lab members demonstrated that neurons in a tiny area of
the mammalian brain called the central amygdala encode fear memory and control fear expres-
sion. These findings laid the foundation for future work aimed at understanding the circuit mech-
anisms of anxiety disorders, in particular post-traumatic stress disorder (PTSD).

Partha Mitra seeks to develop an integrative picture of brain function, incorporating theory, in-
formatics, and experimental work. In the ongoing Mouse Brain Architecture Project, Mitra and
colleagues are generating a brain-wide connectivity map for the mouse using a shotgun approach,
where neuronal tracer substances are injected systematically on a grid in the brain. Currently,
~500 tracer-injected mouse brains may be viewed through a virtual online digital microscope
on the project portal (http://mouse.brainarchitecture.org). The project requires a petabyte of
data, posing big-data computational challenges that the lab is finding novel ways of meeting. In
another application of whole-brain digital neuroanatomy, Mitra is collaborating with Josh Huang
to characterize the distribution of the cell bodies and processes of subtypes of GABAergic neu-
rons in mouse brains, to understand the differences between a normal mouse and mouse models
of autism spectrum disorders. In parallel, Mitra is undertaking theoretical work at the interface
between physics, engineering, and biology by bringing methods from statistical physics to bear on
problems in network control theory and multivariable statistics. Biological networks involve large
numbers of variables, and it is expected that insights and analytical methods derived from this
work will apply to biological networks such as the whole-brain network being determined in the
Mouse Brain Architecture Project.

Pavel Osten’s lab works on identification and analysis of brain regions, neural circuits, and con-
nectivity pathways that are disrupted in genetic mouse models of autism and schizophrenia. Osten
hypothesizes that (1) systematic comparison of multiple genetic mouse models will allow deter-
mination of overlaps in pathology—neural circuit endophenotypes—responsible for the mani-
festation of neuropsychiatric disorders and (2) neural circuit-based classification of autism and
schizophrenia will provide key circuit targets for detailed mechanistic studies and therapeutic
development. Osten and colleagues have developed the first systematic approach to the study
of neural circuits in mouse models of psychiatric diseases, based on a pipeline of anatomical
and functional methods for analysis of mouse brain circuits. An important part of this pipeline
is high-throughput microscopy for whole-mouse brain imaging, called serial two-photon (STP)
tomography. This year, they used this method to describe the first whole-brain activation map
representing social behavior in normal mice. They are currently focusing on using this approach
to study brain activation changes in two mouse models of autism: the 16p11.2 df/+ mouse model,
which shows an increased propensity to seizures and hyperactivity, and the CNTNAP2 knockout
mouse model, which shows abnormal social behavior.
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Stephen Shea’s lab studies the neural circuitry underlying social communication and deci-
sions. He uses natural social communication behavior in mice as a model to understand circuits
and processes that are evolutionarily conserved and therefore shared broadly across species, likely
contributing to disorders such as autism. Shea and colleagues have examined how emotion and
arousal enable mice, via their olfactory systems, to store memories of other individuals and of
related social signals. The team has exploited the intimate relationship between memory and emo-
tion to effectively create memories in anesthetized mice, allowing them unprecedented access to
neurobiological processes that typically only occur during behavior. The lab has been making
a detailed analysis of the changes in neural connections that underlie odor memory. The team is
particularly focused on an enigmatic cell type (granule cells or GCs) that has long been hypoth-
esized to be crucial for memories, but has resisted direct study. They have developed methods for
recording, giving them the first glimpse of the dynamics of these cells while the animal is learn-
ing an odor. The results show unexpectedly complex population dynamics among the GCs that
were independently predicted by a model of odor learning developed in Alexei Koulakov’s lab.
The two labs are collaborating to discern how GC population activity gets integrated by olfactory
bulb output neurons and to pinpoint the synaptic circuit that underlies this form of learning. In
parallel, another member of the lab is using imaging techniques to determine how memories are
stored among broad neuronal ensembles, at a different level of the system. Recently, the lab made
a key breakthrough, developing the ability to record from GCs in awake animals and discovering
that their activity is dramatically modulated by state of consciousness. Finally, the Shea lab com-
pleted a series of studies of a different form of social recognition: auditory recognition of pup vo-
calizations by their mothers. Through this research, they have shown that a mouse model of Rett
syndrome exhibits deficits in communication and learning not unlike those in human patients.
Grants from the Simons and Whitehall Foundations are allowing the lab to extend this work by
directly linking these deficits to the action of the gene MeCP2 in the auditory cortex.

What is a memory? When we learn an association, information from two different sensory streams
somehow becomes linked together. What is this link in terms of neural activity? For example, after
a few bad experiences, we learn that the “green” smell of an unripe banana predicts its starchy
taste. How has the neural response to that green smell changed so it becomes linked to that taste?
What are the underlying mechanisms—what synapses change strength, what ion channel proper-
ties change? These are the questions that drive research in Glenn Turner’s laboratory. His team
addresses these questions by tracking neural activity using a combination of different techniques.
Using electrophysiological methods, they can examine individual neurons with very high reso-
lution, monitoring synaptic strength and spiking output. They have also developed functional
imaging techniques to monitor the activity of the entire set of cells in the learning and memory
center of the fly brain. This comprehensive view of neural activity patterns enables them to actu-
ally predict the accuracy of memory formation in separate behavioral experiments. This year, the
Turner lab was able to map the activity of a particular region of the brain that is associated with
learning and memory. They found that a remarkably small number of neurons are required for
flies to distinguish between odors. The Turner lab also studied the role of a specific type of cells,
known as Kenyon cells, that receive input via several large claw-like protrusions. These neurons
use their claws to recognize multiple individual chemicals in combination in order to remember
a single scent. By examining the effects of learning-related genes on these processes, they can in
the future connect their network-level view of memory formation to the underlying molecular
mechanisms that govern the basic cellular and synaptic changes that drive learning.

Anthony Zador and colleagues study how brain circuitry gives rise to complex behavior. Work
in the lab is focused on two main areas. First, they ask how the cortex processes sound, how that
processing is modulated by attention, and how it is disrupted in neuropsychiatric disorders such as
autism. Recently, the lab found that when a rat makes a decision about a sound, the information
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needed to make the decision is passed to a particular subset of neurons in the auditory cortex
whose axons project to a structure called the striacum. In the second major line of work in the
Zador lab, they are developing new methods for determining the complete wiring instructions of
the mouse brain at single-neuron resolution, which they term the “Connectome.” In contrast to
previous methods, which make use of microscopy, these methods exploit high-throughput DNA
sequencing. Because the costs of DNA sequencing are plummeting so rapidly, these methods have
the potential to yield the complete wiring diagram of an entire brain for just thousands of dollars.

YiZhong’s lab studies the neural basis of learning and memory. The team works with fruit fly mod-
els to study genes involved in human cognitive disorders, including neurofibromatosis, Noonan
syndrome (NS), and Alzheimer’s disease. Mutations leading to a lack of function of the neurofi-
bromatosis 1 (/VFI) gene cause noncancerous tumors of the peripheral nervous system as well as
learning defects. The lab’s analyses of Drosophila NFI mutants have revealed how expression of the
mutant gene affects a pathway crucial for learning and memory formation. The NFI gene and a
gene called corkscrew, implicated in NS, share a biochemical pathway. Recently, the lab succeeded
in linking changes in this pathway due to specific genetic defects in NS with long-term memory
deficiencies. In fly models, they discovered the molecular underpinnings of the “spacing effect”—
the fact that memory is improved when learning sessions are spaced out between rest intervals.
Zhong’s team also has succeeded in reversing memory deficits in mutant flies, work suggesting
longer resting intervals for NS patients might reverse their memory deficits. They also identified
a means of reversing memory loss in fruit flies while suppressing brain plaques similar to those
implicated in Alzheimer’s disease by blocking epidermal growth factor receptor (EGFR) signal-
ing, a pathway commonly targeted in cancer. Separately, having discovered that memory decay is
an active process, regulated by the Rac protein, the team has proposed that Rac’s role in erasing
memory is related to its influence on downstream cytoskeleton remodeling agents. This year, the
Zhong lab explored how neurons control our response to different scents, offering insight into
how the brain distinguishes between food odors that are attractive and repulsive. They discovered
that neurons expressing a particular peptide were only activated by food odors, and the amount of
activation predicted how much a fly was attracted to a particular odor.



UNDERSTANDING NEURONAL CIRCUITS IN THE

MAMMALIAN OLFACTORY BULB
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The focus of our research group is to understand
how neuronal circuits encode and interpret inputs
from the environment and lead to meaningful be-
haviors. Toward this end, we use optogenetic meth-
ods (such as fast multiphoton laser-scanning imag-
ing of genetically encoded neuronal activity report-
ers or patterned illumination of light-gated neuronal
activity switches) coupled with electrophysiological
measurements (extracellular and intracellular re-
cordings). We want to understand (1) how inputs
get processed at different synapses of the underly-
ing neuronal circuits, (2) how these representations
change with the state of the system and its circuits
(awake vs. anesthetized; naive vs. behaving, learn-
ing), and (3) what changes in the activity patterns of
well-defined neuronal circuits contribute to specific
behaviors. The broad scope of this effort is observing
how perceptions arise.

We use the rodent olfactory system as a model
and monitor neuronal inputs, outputs, and feedback
loops in different layers of the circuit. We modulate
activity of select neuronal populations in a reversible
manner in awake animals to understand how funda-
mental sensory encoding problems are solved by the
olfactory bulb (OB) and olfactory (piriform) cortex
networks.

Characterizing the Input-Output
Transform of the Olfactory Bulb

In the OB, sensory neurons expressing the same type
of olfactory receptor converge in tight focus, form-
ing ~2000 clusters of synapses called glomeruli. The
layout of glomeruli on the OB is highly reproducible
across individuals with a precision of 1 part in 1000.
However, nearby glomeruli are as diverse in their re-
sponses to odors as distant ones, lacking an apparent
chemotopic arrangement (Soucy et al., Nat Neurosci
12:210 [2009]). From each glomerulus, a few dozen
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Figure 1. Main olfactory bulb wiring schematics.

mitral cells (principal output neurons of the OB)
carry the output further to the olfactory cortex and
several other brain areas. Such “sister” mitral cells
typically have only one primary dendrite that proj-
ects to a single glomerulus, but they can sample in-
puts on their primary and secondary dendrites from
functionally diverse glomeruli via several types of
interneurons (Fig. 1). Using optogenetic manipula-
tions and digital micromirror device (DMD)-based
patterned photostimulation (Fig. 2), we found that
sister cells carry different information to the cortex:
Average activity represents shared glomerular input,
and phase-specific information refines odor repre-
sentations and is substantially independent across
sister cells (Dhawale et al., Nat Newurosci 13: 1404
[2010]).

Activity in the OB is a rich mix of excitation and
inhibition, via both direct inputs and feedback con-
nections. Many different classes of interneurons in-
teract with the sensory afferents and/or the output
neurons via both short- and long-range connections.
Their connectivity patterns and roles in olfactory
processing, however, remain largely unknown. We
use a Cre-loxP approach to express reporters (i.e.,
synaptopHluorin, GCaMP6) and light-gated switch-
es of neuronal activity (ChR2, Halorhodopsin, Arch)
in different bulbar neuronal types. We monitor the
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Figure 2. DLP patterned illumination in ORC mice maps the
parent glomeruli of mitral cells in vivo. (A, left) A DLP projec-
tor coupled to a system of three lenses delivered light patterns
to activate individual glomeruli on the dorsal surface of the
bulb. A CCD camera was used to visualize the bulb surface
and record the position of the light stimulus. (Top panel, right)
Dorsal surface of the bulb with a tetrode positioned in the
mitral cell layer. One square light spot is being projected onto
the surface of the bulb. (Inset) Cartoon schematic of glomeruli
on the bulb, a subglomerular-size light spot and dual tetrodes
positioned in the mitral cell layer. (a) A DLP projector, with
color wheel removed from optical path, (b) focusing lens,
(c) blue excitation filter, (d) dichroic mirror, (e) emission filter,
(f) CCD camera, (g) dual-tetrode, (h) olfactory bulb. (B, Top)
Raw voltage traces corresponding to the four channels of
a tetrode showing light-induced changes in firing patterns
of the units recorded. (Center) Raster plot shows changes in
spiking activity of a single isolated unit across 25 light stimula-
tion trials, each 200-msec long; dots mark spike occurrence
times. (Bottom) Peristimulus time histogram (PSTH) with
25-msec time bins, summing spikes over the trials shown in
the center panel.

inputs (glomerular activity patterns) and the outputs
(mitral cell firing) in response to numerous odorants
across a wide range of concentrations (five orders of
magnitude), as we systematically perturb the activity
of the input nodes (glomeruli) and of different inter-
neuron types. Patterned photostimulation allows us
to bypass odor stimulation and gain precise spatio-
temporal control over the inputs by directly activat-
ing glomerular patterns of choice. We record bulbar
outputs via multitetrode recordings and patch clamp,
or we use optical imaging readouts via multiphoton
microscopy in vivo to understand what computations
the OB performs.

We are currently investigating the roles of two
classes of interneurons: short axon cells (SAs) that
broadcast long-range signals in the glomerular layer
and granule cells (GCs) that establish reciprocal

synapses with mitral/tufted (M/T) cells and receive
rich cortical feedback input.

Long-Range Interactions between SAs and
External Tufted Cells Gate the Output
of the Glomerular Layer of the OB

Odors elicit distributed activation of input nodes
(glomeruli) on the OB. This necessitates long-range
interactions among coactive glomeruli. Long-range
projecting SA cells provide the earliest opportunity
for such cross-talk. SA cells, in the glomerular layer,
receive inputs from olfactory sensory neurons (OSNs)
and/or external tufted (ET) cells and release both
GABA and dopamine, synapsing onto ET cells as far
as tens of glomeruli away (Kiyokage et al., J Neurosci
30: 1185 [2010]). Computational models (Cleland
et al., Trends Neurosci 33: 130 [2007]) have suggested
that SA cells may be involved in long-range normal-
ization of bulb outputs, but to date, their function in
the intact brain has not been investigated. We imaged
GCaMP3 responses to odor stimulation by wide-field
microscopy across a broad range of concentrations.
Odorants induced transient, yet widespread, SA re-
sponses, in contrast to focal glomerular patterns ob-
served via intrinsic optical imaging.

To understand the roles played by the SA network
with respect to the OB output dynamics, we record-
ed extracellularly from M/T cells using tetrodes in
anesthetized mice. In conjunction, we selectively ac-
tivated/inactivated SA cells by shining blue/yellow
light either throughout the dorsal bulb surface or in
specific spatial patterns in mice expressing ChR2 and
Halorhodopsin, respectively. In parallel, we developed
complementary tools to silence SA cells pharmaco-
genetically using inhibitory designer receptors exclu-
sively activated by designer drugs (DREADD:s) and to
monitor mitral cell activity at the population level by
retrograde expression of GCaMP3.

Using optogenetic and pharmacogenetic approa-
ches, we find that SA cells influence distant M/T cells
by modulating local excitatory interneurons (ET cells).
Synaptic SA action enables long-range suppression of
ET cells. In addition, we find electrical coupling be-
tween SA and ET cells that may facilitate local syn-
chronization of ET-SA responses. Our results indicate
that ET cells are the gatekeepers of glomerular output
and prime determinants of M/T responsiveness. We



propose that long-range SA-ET action is fundamental
for gain control and contrast enhancement by allow-
ing multiple co-active inputs to alter the output of any
given glomerulus, before reaching M/T cells.

Characterization of Granule Cell Odor
Responses in Awake Head-Fixed Mice

GCs mediate both lateral and recurrent inhibition by
forming reciprocal synapses with M/T cells, the prin-
cipal output neurons of the OB. GCs receive glutama-
tergic inputs both from MT cells and from feedback
axons originating in the olfactory cortex. GCs are the
most numerous cells in the OB (-90%), outnumber-
ing the M/T cells by two orders of magnitude, and
further represent the main target of direct feedback
from the olfactory cortex.

Computational models and behavioral studies have
suggested critical roles for these cells in olfactory pro-
cessing and learning. However, very little is known
about their response properties in vivo, because of
technical difficulties in electrophysiological record-
ings from these small-sized neurons.

To begin characterizing the odor response proper-
ties of GCs, we used a Cre-LoxP approach to express
a genetically encoded calcium indicator (GCaMP6f)
in the GCs (CST-Cre) and multiphoton imaging to
monitor the odor-evoked responses of GCs (250-350-
pm deep) in awake head-fixed mice. GCs showed ro-
bust spontancous activity and were sparsely activated
upon odor presentation, displaying a diverse range of
enhanced and suppressed, ON, OFF, and ON-OFF
responses. Enhanced responses were more common
than suppressed responses (65% vs. 35%). Further-
more, a significant fraction (-25%) of GCs exhibited
characteristic enhanced OFF responses, independent
of stimulus duration. Pairwise analysis of GCs moni-
tored simultaneously indicates that neighboring GCs
are as diverse in their odor responses as are pairs of
distant cells. No spatial clustering of similarly odor-
responding GCs was apparent within a 350-pm
range. Enhanced responsive GCs increased monotoni-
cally in number across concentrations. Suppressed and
OFF-responsive GCs varied in a complex fashion with
concentration.

To dissect the contribution of the corticobulbar
feedback to GC activity, we are using pharmacological
and optogenetic manipulations of the cortical input in
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tandem with multiphoton imaging of GCs and M/Ts.
Furthermore, we are currently monitoring how GC
responses evolve during learning and performing of
olfactory detection and discrimination tasks.

Dissecting the Spatial and Temporal
Features of the Glomerular Code in
Awake Behaving Animals via
Optogenetics Strategies

Odorants activate precise spatiotemporal glomeru-
lar activity patterns on the OB surface. These pat-
terns constitute the first representation of odor input
into the olfactory system and hence must contain all
meaningful attributes of the incoming odor stimulus,
such as odor identity, intensity, and temporal dynam-
ics. Different odors activate distinct overlapping and
nonoverlapping glomerular maps. In principle, these
odor maps can vary in several possible features, such
as number (how many glomeruli are activated), space
(which glomeruli), intensity (absolute and relative
levels of activity of individual glomeruli), and timing
(onset with respect to each other and the order of their
activation). Previous experiments suggest that present-
ing different odorants (A vs. B), mixtures (A and B),
or different concentrations of the same odorant (A)
may all result in modulation of odor maps along many
(if not all) of these features. It is unknown how the
downstream circuitry (M/T cells, olfactory cortex) in-
terprets these variations and assigns meaning to them,
in order to segregate odor identity from changes in
concentration or components within/from a mixture.

One way to understand how the circuit makes
sense of changes in the glomerular activity patterns
to extract relevant information is to systematically
alter features of odor maps and study the concurrent
changes in neuronal outputs and olfactory behavior.
Hitherto, however, this has not been possible, primar-
ily because of the inability to activate and modulate
individual glomeruli in a controlled manner using
odorants. We are using optogenetic tools to bypass
odorant stimulation and simulate odor-like glomeru-
lar activity patterns, or alter them, by directly acti-
vating/inhibiting glomeruli using light in transgenic
mice that express ChR2 or Arch in all OSNs or in
a single type of OSN (OIf151). Furthermore, using
patterned illumination, we are activating/inhibiting
select subsets of glomeruli with single-glomerulus
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precision in terms of intensity, onset time, or dura-
tion. This approach confers unprecedented ability to
make feature-specific perturbations in a glomerular
pattern of choice. We aim to understand what features
of an odor map are used by a behaving mouse under
naturalistic conditions to identify odors and their at-
tributes, such as concentration, temporal fluctuations,
and spatial location. Furthermore, we are testing the
resolution at which mice can in principle detect varia-
tions within specific features of odor maps in a strictly
controlled artificial regime. While doing so, we will
also monitor neuronal responses at multiple layers in
the olfactory system to compare the behavioral and
neuronal detection thresholds and to understand the
neuronal correlates of olfactory behavior.

To this end, we are training head-fixed and water-
restricted mice to identify a target stimulus (“A”) as
being unique from other nontarget (“not A”) stimuli
by licking a “Left” versus “Right” water reward port
placed on either side of the mouth (Fig. 3). Animals
are reinforced with water reward for correct choices
and a mild air puff as punishment upon licking of the
wrong port (Fig. 3). We are using wide-field imag-
ing (intrinsic, fluorescence) and two-photon micros-
copy to monitor the glomerular input maps evoked
by the target (“A”) and the non-target stimuli (“not
A”) as mice learn and perform the task. These activity
patterns are further used as templates to design pho-
tostimulation masks for perturbation of stimulus-in-
duced activity patterns during behavior. Once the task
has been learned to >85% accuracy, we reversibly per-
turb the stimulus “A” activity pattern and determine
the behavioral threshold at which an altered activity
pattern is classified as “not A.”

Investigating the Roles of Cortical Feedback
in Invariant Odor Perception

Invariant perception refers to the identification of a
sensory stimulus or an object of interest in a general-
ized fashion across its variable and recurring presen-
tations. This is a common feature across all sensory
modalities and becomes particularly preeminent in
olfaction. Natural odor scenes are composed of odor
plumes originating from multiple sources and travel-
ing at fluctuating intensities that span several orders
of magnitude. Despite this turbulent nature of the
stimulus, rodents readily identify odors essential for

their survival against varying odor-rich backgrounds
and faithfully track a fluctuating odor stream to its
source. Several models have attempted to explain
invariant perception in different sensory modalities.
Some of these models are based on the conventional
view of sensory processing that relies solely on feed-
forward information flow, whereas others argue that
feed-forward mechanisms are insufficient and suggest
the involvement of feedback among different neuro-
nal layers. Anatomical studies show massive feedback
projections from higher brain areas to the sensory pe-
riphery that often outnumber direct sensory inputs.
The interplay of feed-forward and feedback signals
has been proposed to be fundamental for learning
and memory recall. Although rich cortical feedback
projections innervate the OB, to date, little is known
about their contribution to olfactory processing. Cor-
ticobulbar feedback innervates multiple bulb layers,
but it primarily targets the granule cells that form
extensive dendrodendritic synapses with M/T cells.

Our approach is to understand the role of corti-
cobulbar feedback (Fig. 4) in the identification of an
odor, invariant of fluctuations in its concentration
and/or timing and presence of background odors. We
are taking advantage of optogenetic tools and pat-
terned illumination techniques recently developed in
our group to reversibly manipulate the activity of cor-
tical feedback fibers and their targets in awake head-
fixed mice as they learn and perform invariant odor
perception tasks. To mimic naturalistic odor condi-
tions, we are making use of custom-designed odor de-
livery systems that reproducibly deliver arbitrary time-
varying patterns of individual odors and mixtures. To
understand the underlying neuronal mechanisms, we
monitor the activity of feedback inputs and their tar-
gets via high-speed scanning multiphoton microscopy
and multitetrode recordings.

To date, little is known about the contribution of
cortical feedback to olfactory processing in the OB in
response to novel or previously encountered odors. To
examine how cortical feedback shapes input process-
ing in the OB, we use GCaMP5 and GCaMPG6 signals
to monitor the odor-evoked responses of feedback fi-
bers in awake head-fixed mice. Feedback fibers showed
rich, locally diverse, and brief (<1 sec) spontaneous ac-
tivity in the majority of imaged boutons. Individual
boutons were sparsely activated across odors, resulting
in both enhancement and suppression compared to
baseline activity. Strikingly, we observed roughly two
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Figure 3. Pharmacogenetic silencing of SA cells suppresses odor-evoked M/T excitation and inhibition. (A) Images
from the olfactory bulb of a DAT-Cre x Ai38 mouse injected with DIO-DREADDi-mCherry AAV2.9 virus in the
glomerular layer and with PRV-Cre in the piriform cortex. (Top, left) Widefield image showing mCherry expression
in the exposed olfactory bulb. (Top, right) In vivo multiphoton image of resting fluorescence showing GCaMP3.0
expression in M/T cells. (Bottom) Confocal image showing selective expression of mCherry expression only in the
glomerular layer. (B) Baseline-subtracted, normalized GCaMP3.0 signals from an example imaging session of SA cell
responses to increasing concentrations of heptanal before (control, top) and after CNO (clozapine-N-oxide) injection
(bottom). Stimulus concentrations are reported as nominal dilution in mineral oil. Each row represents an individual
SA cell (ROI) in the same field of view. Color indicates normalized change in fluorescence with respect to pre-odor
baseline (dF/F). Dotted lines indicate odor presentation (4 sec). Images were acquired at a frame rate of 5 Hz. (C, /)
Average odor-evoked response (dF/F) of all SA cells (20 ROIs) shown in B, across five odors as a function of increas-
ing odor concentration. Dotted lines show responses before and after CNO injection. Error bars indicate standard
error of mean. (i) Average odor-evoked response (dF/F) of all responsive SA cells (110 cells, three mice), across five
odors as a function of increasing odor concentration. Dotted lines show responses before and after CNO addition.
Error bars indicate standard error of mean. (D) Baseline-subtracted, normalized GCaMP3.0 signals from an example
imaging session of M/T cells to increasing concentrations of isoamy| acetate (i) and valeraldehyde (ii) before (control,
top) and after (CNO, bottom) CNO injection. Stimulus concentrations are reported as nominal dilution in mineral
oil. Each row represents an individual M/T cell (ROI). Color indicates relative change in fluorescence with respect
to pre-odor baseline (dF/F). Dotted lines indicate odor presentation. Images were acquired at a frame rate of 5 Hz.
(E) Average normalized odor-evoked response (two to three repeats) of four example M/T cells (ROls) shown in D,
to five odors, as a function of increasing odor concentration, before (control, solid lines, top) and after (CNO, dotted
lines, bottom) CNO injection. Colors indicate individual odors (same as Fig. 2g). (F) Summary histogram (left) and
cumulative distribution (right) of M/T odor responses as a function of normalized response strength (dF/F) before
(black) and after (red) CNO addition. 49 cells, 842 cell-odor pairs, three mice.
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Figure 4. Odor-evoked responses in cortico-bulbar feedback fi-
bers. (A) Cortico-bulbar feedback fibers labeled with GCaMP5;
(B) feedback fiber boutons in an optical plane 230-pm below
the surface; (C) example responses to three different odors (ethyl
tiglate, 2-heptanone, and p-anis aldehyde) for six synaptic bou-
tons from the imaged field of view.

types of bouton responses suggestive of distinct piri-
form cortex output channels. Approximately 40% of
the imaged boutons showed purely enhanced respons-
es, whereas ~55% of boutons were consistently sup-
pressed by odors. Only ~5% responded through both
enhancement and suppression to different odors. The
enhanced and suppressed responses to odors were not
just mirror images of each other: Suppressed bouton
responses maintained their suppression for several sec-
onds following odor presentation, whereas enhanced
bouton responses tracked the temporal dynamics of
odors more faithfully. These observations suggest that
transient odor input can trigger long-lasting activity
(suppression or enhancement) that may further im-
pact bulbar dynamics. This long-lasting activity may
originate in the bulb itself, or it may result from local
inhibitory interactions in the piriform cortex. To dis-
tinguish between these possibilities, we are currently
combining cortical feedback imaging to varying odor
pulse durations with pharmacological blocking of in-
tracortical interactions.

The enhanced and suppressed bouton responses to
a particular odor appeared to be clustered in spatial
domains. However, pairwise analysis of simultaneous-
ly imaged boutons revealed functional local diversity

across our panel of 20 odors. No spatial organization
was apparent in bouton responses across odors within
the imaged field of view (<150 wm). Enhanced and
suppressed boutons also had different population re-
sponses to increases in odor concentration; the num-
ber of enhanced boutons that responded to an odor
increased on average with odor concentration, where-
as the number of suppressed boutons followed a non-
monotonic trajectory.

To directly determine the effect of cortical feed-
back on the dynamics of the OB output, we are sup-
pressing piriform cortex activity using pharmacologi-
cal and optogenetic methods, in conjunction with
simultaneous monitoring of granule and mitral cell
activity via multiphoton microscopy. Preliminary
results show that suppressing corticofeedback bidi-
rectionally alters spontaneous activity and decreases
the responsiveness of granule cells to odors and across
concentrations, diminishing both enhanced and sup-
pressed responses.

We propose that cortical feedback modulates the
dynamics of OB output such as to sharpen odor re-
sponses and maintain diverse neuronal representa-
tions across different stimuli. We are currently test-
ing this hypothesis in behaving mice engaged in odor
discrimination tasks.

Monitoring Cholinergic Input in the
Olfactory Bulb in Mice Engaged
in Attention Tasks

Cholinergic inputs from the basal forebrain have been
shown to enhance encoding and discrimination of vi-
sual, auditory, and somatosensory cues by modulating
attention and learning processes. Although rich cho-
linergic projections innervate the mouse olfactory bulb
(MOB), to date, little is known about their contribu-
tion to olfactory behaviors. Pharmacological block-
ade of acetylcholine (ACh) action has been shown to
impair olfactory behavior, whereas augmenting ACh
levels improved odor discrimination. A clear under-
standing of the underlying mechanisms of ACh ac-
tion and their spatiotemporal statistics, however, has
been limited by the low yield of recordings from the
basal forebrain, as well as difficulties in ascertaining
the downstream targets of the recorded neurons, given
the widespread and long-range nature of cholinergic
projections.



Behavioral Readout

We are using behavioral tasks that require the sub-
jects to identify a stimulus of interest in two different
contexts and investigating cholinergic fiber dynamics.

* Sustained attention task. In this task, water-deprived
mice are trained to discriminate a target odor cue
from a nontarget odor to obtain a water reward
(Fig. 5A,i). Both the target and nontarget odors
are presented at different intensities and timing
and, more importantly, in the presence of a vary-
ing background odor. To maintain a high success
rate, the animals are required to learn to maintain
actention after the background odor is presented
and detect the onset of the target odor, despite the
fluctuating signal to noise across trials. In this con-
text, we are monitoring whether cholinergic activity
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is time-locked to the background presentation and
persists until target/nontarget presentation. Further-
more, we analyzed whether the levels of cholinergic
input correlate with trial-to-trial success. Informed
by these results, we aim to manipulate cholinergic
inputs (optically and reversibly), selectively, in either
the OB or medial prefrontal cortex (mPFC) to ver-
ify the causal mechanisms that underlie attentional
strategies in this behavioral paradigm.

Selective attention task. In this task, mice are trained
to discriminate between a target and nontarget
odor, as well as a target and nontarget sound stim-
ulus (tone). After this basic learning phase, both
olfactory and auditory cues are presented simul-
taneously, but the availability of reward is locked
only to one pair of cues. This reward contingency
is switched randomly across blocks of contiguous

trials (odor block, sound block) (Fig. 5A,ii). In this
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Figure 5. (A) (/) Sustained attention and (ii) selective attention tasks. (B) 1-mon-old cranial window over MOB,
cholinergic axons expressing GCaMP5 imaged at 100-pm depth (150 x 150-pm field of view). (C) Recorded traces
spontaneous activity of cholinergic axons form three different ROls (4 min, mean dF/F, = 200%). (D) Two examples
of cue-evoked (white lines) transients of cholinergic axon activity in awake animals. Rows represent different axon
boutons. (Bottom) Mean (black line) and standard deviation (gray line) of all responsive axon boutons (mean dF/F
for transients = 200%). (E) Spread of cholinergic axons expressing GCaMP5 in different layers of the MOB, injection
site showing cholinergic cell bodies. (F) Diagram of the fiber-optic imaging setup. (G) Two proof-of-principle odor-
evoked responses acquired with optical fibers from cortical feedback axons expressing GCaMp3 (left, 6-sec odor
[black bar], mean dF/FO = 3%, four repeats each) recorded in the main olfactory bulb.
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context, we are investigating if and how the cholin-
ergic system enables the subject to selectively direct
attention to odor or sound cues. This will allow us
to understand the general principles that under-
lie ACh-mediated attentional processes, whether
attention signals are broadcasted as global “up-
states” throughout the brain, or whether, depend-
ing on the task requirement, only selective brain
areas receive modulatory inputs. The latter analysis
will provide critical insight into whether excess/def-
icit of cholinergic activity impairs brain function,
particularly under conditions of sensory overflow.

To circumvent low yield of electrophysiological re-
cordings, we are taking advantage of genetically en-
gineered mice (Chat-Cre) and viral strategies to tar-
get expression of calcium indicators (GCaMP5 and
GCaMP0) in cholinergic neurons and optically moni-
tor the activity patterns of the projection fibers to the

DETECTION

MOB in behaving animals (Fig. 5). We are pursuing
two complementary strategies to gain access to the ac-
tivity of ensembles of cholinergic neurons: (1) multi-
photon imaging in awake head-fixed mice (Fig. 5B-E),
which allows observation of a large number of choliner-
gic projections in the MOB, with axonal resolution, en-
abling precise spatiotemporal characterization of their
activity patterns within, as well as across, different cir-
cuit layers (glomerular versus mitral cell layer), and (2)
fiber-optic imaging in freely moving mice (Fig. 5F,G).
Although limited to assessment of average population
activity of cholinergic inputs, this approach can be eas-
ily coupled with electrophysiological means to simulta-
neously monitor the OB output (M/T cells).
Combining insights obtained via these two ap-
proaches will reveal how ACh action in the OB is linked
to the timing and nature of olfactory stimuli across dif-
ferent behavioral states. In addition, it will further aid
informed optogenetic manipulations of ACh signals to
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Figure 6. Combined imaging and photostimulation setup. (Left) Experimental configuration, combining scanning
two-photon imaging (red), DMD photo-stimulation (blue), and holographic photo-stimulation (brown). (Right) Sche-
matic of the experimental microscope. DMD stimulation is used to create spatiotemporal light patterns on the sur-
face (<100 pm). Digital holography is used to photo-stimulate deeper (<500 pm) in the brain with cellular resolution.
Calcium activity is monitored in an independent optical plane by two-photon imaging and by electrodes in down-
stream brain regions. (BE) Beam expander; (SM) scan mirrors; (O) objective; (PMT) photo-multiplier; (SLR) camera
lens; (DMD) digital micro-mirror device; (SLM) spatial light modulator; (CCD) charged coupled device.



elucidate the relevance of cholinergic inputs in shaping
mitral cell output and olfactory behaviors.

Implementing Digital Holography Methods
to Investigate in a Closed-Loop Fashion
the Spatiotemporal Integration Rules

in the Olfactory Bulb and Cortex

We are implementing strategies that will enable non-
invasive functional dissection of neuronal networks,
with cellular resolution, in behaving animals. This
will be brought about via a closed-loop strategy involv-
ing real-time control of activity of select neurons with
simultaneous monitoring of the concomitant effects
of these manipulations on neuronal outputs within
the circuit, and elsewhere in the brain. Briefly, we
are using digital holography methods via spatial light
modulators to optogenetically control neurons of in-
terest at the single-cell level and DMD-based methods
to control cell-type-specific populations across large
brain regions (Fig. 6). This allows us to both replicate
and systematically manipulate stimulus-evoked activ-
ity patterns in a circuit. We are simultaneously using
two-photon calcium imaging and electrophysiology
within the same and different brain regions (olfactory
bulb vs. olfactory cortex) to dissect how the alteration
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of select circuit elements, or their specific properties,
affects the output of the network. This closed-loop ap-
proach will make it possible to determine the spatio-
temporal integration rules within the bulb and the ol-
factory cortex, investigate the relevance of spike-time
codes, and reveal underlying decoding schemes.

Other Collaborative Projects with
CSHL Groups

We are collaborating with other fellow CSHL scien-
tists on the following projects: multisensory integra-
tion of olfactory and visual information in the mouse
brain (A. Churchland); sequencing the OB—bridg-
ing the gap between glomerular odor responses and
odor receptor sequences by identifying the molecular
identity of glomeruli (A. Koulakov, G. Hannon, and
A. Zador); a fiber-optic-based approach to monitor
neuronal activity in punishment and reward neu-
ronal circuits during behavior (B. Li) (we will focus
on monitoring activity in the insula cortex and basal
layer); developing light-sheet-based approaches for fast
optical reconstruction of neuronal circuits (P. Osten);
and optical monitoring and manipulation of neuronal
activity in genetically and anatomically defined corti-
cal circuits in animal models of cognition (A. Zador).



INVESTIGATING NEURAL CIRCUITS FOR SENSORY
INTEGRATION AND DECISION-MAKING

A. Churchland A.Brown
M. Kaufman
D. Nunes Raposo

O. Odoemene
M. Ryan
). Sheppard

Making use of sensory information requires more
than simply relaying incoming signals from the sen-
sory organs. It requires interpreting information,
classifying it, drawing inferences, and ultimately
using the context of behavioral goals to make a deci-
sion about its meaning. A decision is a commitment
to a particular choice or proposition at the expense of
competing alternatives. In some situations, decisions
involve integration of evidence (i.e., they make use
of multiple pieces of information from the environ-
ment or from memory). These decisions can provide a
framework in which to investigate complex cognitive
processes and open a window into higher brain func-
tion in general.

Although previous experiments have begun to re-
veal how neural systems combine evidence to make
decisions, they have left a critical gap in our under-
standing. Specifically, very little is currently known
about the neural mechanisms that make it possible to
combine information from multiple sensory modali-
ties for decisions. The gap is apparent, although it is
clear from behavioral observations that neural sys-
tems can combine multisensory information: When
parsing speech in a crowded room, for example, the
listener makes use of both auditory information
(the speaker’s vocal sounds) and visual information
(the speaker’s lip movements). Understanding the
neural mechanisms of multisensory integration is crit-
ical for two reasons. First, it is essential for a complete
understanding of sensory perception because real-
world stimuli rarely affect a single sense in isolation.
Therefore, understanding how the brain interprets
incoming information requires understanding how
the brain merges information from different senses.
Second, it is likely of clinical importance that sev-
eral developmental abnormalities appear to be related
to difficulties in integrating sensory information. For
example, abnormalities in multisensory processing
are a hallmark of subjects with autism spectrum dis-
order. Impairments in multisensory processing are
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also observed in subjects with a collection of sen-
sory abnormalities known together as sensory pro-
cessing disorder and may also be evident in patients
with Rett syndrome and dyslexia. Understanding
the neural mechanisms of multisensory integration
could inform treatment of those conditions. Our
long-term goal is to understand how the brain can
make decisions that integrate inputs from our mul-
tiple senses, stored memories, and innate impulses.
Our projects in previous years constituted the very
first steps toward achieving this goal: We developed
a multisensory behavior that could be carefully mea-
sured in both humans and rodents. A second publi-
cation about this foundational work was published
this year (Sheppard et al. 2013a). In addition, we
built on this foundation by measuring the responses
of neurons in rodents engaged in the behavior, af-
fording insight into the neural circuits underlying
multisensory decisions.

The Role of Parietal Cortex in Multisensory
Decision-Making

This work was done in collaboration with D. Raposo
(Champalimaud Neuroscience Program, Lisbon, Portugal),
M. Kaufman (Stanford University), and J. Sheppard
(Watson School).

The goal of this project is to gain a deeper understand-
ing of the neural circuits that enable integration of vi-
sual and auditory inputs for decision-making. David
Raposo has been a leader in the lab in two techniques
this year: He measures electrophysiological responses
from neurons in the posterior parietal cortex (PPC)
of rats engaged in decision-making behavior. He pre-
sented this work at two conferences (Raposo et al.
2013). In addition, he inactivated those same neu-
rons and measured the effect on behavior (Raposo
and Churchland 2013). Matt Kaufman has worked
alongside David to develop sophisticated analyses of



the data. John Sheppard has also contributed to the
project by recording additional neurons that are in-
cluded in our growing population of cells. John,
David, and Matt are working as a group; their main
finding is that PPC neurons reflect random combina-
tions of stimulus features, but they can be decoded at
the population level to provide the animal with ongo-
ing estimates of incoming sensory stimuli. The three
are working collectively to write up the exciting results
from these experiments for publication.

Population Dynamics Across Cortex

This work was done in collaboration with M. Kaufman
(Stanford University).

The goal of this project is to understand how popula-
tion activity changes from one neural structure to the
next to support behavior. To tackle this question, Matt
has brought a new technique to the lab: two-photon
imaging. Using this technique, we can measure the
responses of 80 to 100 neurons simultaneously. This
approach will revolutionize the kinds of questions we
can address about decision-making, especially when
used in conjunctions with emerging mathematical
techniques for analysis. We have benefited greatly in
this project from technical support from the Albeanu
lab, our neighbors in the Marks building, and valued
collaborators.

Probabilistic Representation in the Brain:
Insights about Neural Mechanisms That
Allow Organisms to Cope with Stimulus
Uncertainty

This work was done in collaboration with J. Sheppard
(Watson School of Biological Sciences).

The goal of this project is to understand how the brain
estimates the reliability of sensory stimuli and uses that
estimate to guide decision-making. John published a
paper on his behavioral data relevant to this question
this year (Sheppard et al. 2013a), demonstrating to
the field that rats are capable of optimally weighting
sensory information to guide behavior. John’s results
were a surprise to many skeptics who doubted that ro-
dents were capable of such sophisticated behavior. He
has also led the lab in using an optogenetic approach
to understand how the posterior parietal cortex (PPC)
drives behavior. He presented this work at the Society
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for Neuroscience Annual Meeting (Sheppard et al.
2013b) and is continuing to collect data.

Decision-Making in Mice
This work was done in collaboration with O. Odoemene
(Watson School of Biological Sciences).

We have developed a decision-making paradigm
using mice that will allow us to take advantage of
genetic tools. These tools will also allow us to probe
the neural circuitry that underlies decision-making.
In the past year, Onyekachi Odoemene has sought to
establish which neural structures in mice are critical
for decision-making. He is using cutting-edge tech-
niques to inactivate different structures and examine
the effect on behavior. By using different strains of
transgenic mice, Odoemene is able to target particu-
lar cell types within each area and examine how they
contribute to behavior. This project had benefited
greatly from our collaborator Dr. Z. Josh Huang, who
has provided us with materials for experiments, as
well as invaluable advice on understanding inhibitory
circuitry.

Bayesian Number Estimation

A. Brown

This project aims to understand whether humans use
a probabilistic approach to number estimation, and
it is part of an international collaboration with Dr.
Alexandre Pouget (University of Geneva). This work
challenges a long-standing assumption of human
number estimation—that numbers are estimated as
scalar quantities. Our experiments suggest that the
assumption is not correct. Instead, humans appear to
represent numbers probabilistically, and a signature
of this representation is evident when they combine
number estimates from two modalities. Amanda
copresented this work at the Society for Neuroscience
Annual Meeting (Kanitscheider et al. 2013), and we
are writing up this work for publication now.
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MECHANISMS OF NEURODEGENERATION

AND MEMORY FORMATION

J. Dubnau R.Borges Monroy ~W.Donovan L. Prazak
N. Chatterjee L. Krug H. Qin
M. Cressy W. Li M.-F. Shih

There are two main areas of research in my lab. First,
we are using neurogenetic and genomics approaches
to investigate a novel hypothesis to explain neurode-
generative disorders such as frontotemporal lobar de-
generation and amyotrophic lateral sclerosis. Second,
we are investigating the genetic and neuronal mecha-
nisms of memory formation using Drosophila as a
model system.

Impact of Retrotransposons on Aging
and Neurodegeneration Underlying
Frontotemporal Lobar Degeneration and
Amyotrophic Lateral Sclerosis

R. Borges, N. Chatterjee, W. Donovan, L. Krug, L. Prazak,
J. Dubnau [in collaboration with M. Hammell, Y. Jin,
T. Zador, Cold Spring Harbor Laboratory]

Transposable elements (TEs) are mobile genetic ele-
ments that provide a massive reservoir of potential
genetic instability and toxicity. We have advanced
the novel hypothesis that deregulated TE/ERV (en-
dogenous retrovirus) expression may contribute to
TDP-43-mediated neurodegenerative disorders (Li
et al. 2013). We have found that TE transcripts are
derepressed during the normal aging process and that
this leads to active mobilization of transposons, re-
sulting in new insertions in the genome of neurons
(Fig. 1). We used mutations in Drosophila Argonaute
2 (dAgo2) to create a situation in which TEs are de-
repressed in the brain. Such mutants exhibit preco-
cious TE elevation in young animals and exacerbated
age-dependent derepression. This is accompanied by
rapid age-dependent memory impairment and short-
ened lifespan. These findings support the hypothesis
that protracted loss of TE silencing contributes to age-
dependent decline in neuronal physiological function.

To investigate the hypothesis that TE derepres-
sion contributes to neurodegenerative disorders, we
focused (in collaboration with Molly Hammell and

Ying Jin) on TDP-43, an RNA-binding protein
involved in a broad spectrum of neurodegenerative
disorders including amyotrophic lateral sclerosis
(ALS) and frontotemporal lobar degeneration (FTLD).
By mining a series of deep sequencing data sets of
protein—RNA interactions and of gene expression
profiles, we uncovered broad and extensive binding
of TE transcripts to TDP-43 (Li et al., PloS One 7:
e44099 [2012]). We also find that association be-
tween TDP-43 and many of its TE targets is reduced
in FTLD patients (Fig. 2). Finally, we discovered
that a large fraction of the TEs to which TDP-43
binds become derepressed in mouse TDP-43 disease
models. We propose the hypothesis that TE misregu-
lation contributes to TDP-43-related neurodegenera-
tive disease. Current efforts are focused on dissection
of the underlying mechanisms of transposon control
in the brain and the role of unregulated transposon
expression in these disorders. Efforts involve work in
Drosophila and mouse models of TDP-43 pathology,
in human cell culture and in postmortem tissue from
human subjects with FTLD or ALS.

Age-Dependent Memory Impairment
and Retrotransposon Activation
L. Prazak

On the basis of our observation that certain retro-
transposons become highly active during normal
brain aging, we are investigating the hypothesis that
retrotransposon-generated DNA damage contributes
to age-related memory impairment. Using the toolbox
for genetic manipulations that are available in Drosoph-
ila, we are (1) investigating the normal mechanisms
of retrotransposon silencing in the brain, (2) testing
the impacts of age on these cellular mechanisms, and
(3) testing whether retrotransposon activation has a
causal role in age-related cognitive impairment.
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Figure 1. “Cypsy-TRAP” reporter detects de novo integration in neurons in aged animals. (A,B) lllustration of the
design of “gypsy-TRAP.” An ~500-bp fragment from the ovo regulatory region containing five Ovo-binding sites is
inserted between the Tub promoter and CAL80 gene (A). A mutated “gypsy-TRAP” construct contains mutations
that disrupt each of the five Ovo-binding sites. (B) In the absence of gypsy insertions, GAL80 expression suppresses
GAL4, and UAS::mCD8::GFP expression does not occur. In the presence of gypsy integration into the “gypsy-TRAP,”
GALB8O expression is blocked, and UAS::mCD8::GFP is turned on. (C) Approximately 800 MB Kenyon cell neurons
per brain hemisphere are labeled by MB247-GAL4-driven UAS::mCD8::GFP. (D) An example brain from 2-4-day-old
mutated “gypsy-TRAP”; UAS::mCD8::GFP/+; MB247/+. No green fluorescent protein (GFP)-labeled neurons were
seen. (E) An example brain from ~28-day-old mutated “gypsy-TRAP”; UAS::mCD8::CGFP/+; MB247/+. No GFP-la-
beled neurons were seen. (F) An example brain from ~2-4-day-old “gypsy-TRAP”; UAS::mCD8::GFP/+; MB247/+.
No GFP-labeled neurons were seen. (G) Example brains from ~28-day-old “gypsy-TRAP”; UAS::mCD8::GFP/+;
MB247/+. Several GFP-labeled MB neurons were seen in each brain.

Neurogenetic Mechanisms of Olfactory
Memory
L. Prazak, M.F. Shih

An understanding of memory, indeed of all behav-
ioral phenotypes, will require a multidisciplinary ap-
proach to forge conceptual links between the relevant
genetic/cell signaling pathways and neural circuits.
Work in genetic model systems such as Drosophila can

contribute to our understanding in several ways. First,
by enabling discovery of genes and genetic pathways
underlying normal memory as well as pathological or
degenerative cognitive disorders, model systems pro-
vide entry points for dissection of cellular mechanisms
that are often conserved. Second, systematic manipu-
lation of gene function within relevant anatomical cir-
cuits allows a conceptual integration of findings from
cellular, neuroanatomical, and behavioral levels.
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Figure 2. TDP-43 binding to TEs is selectively lost in FTLD patients. (A) In the human CLIP-Seq data from FTLD ver-
sus healthy control, 38 repeat elements showed significant (p-value < Te-5 and fold changes > 2) differential binding.
Log2-fold binding differences are shown for significantly enriched/depleted elements. (B,C,D) Peaks are shown in
genome browser for one RefGene control (B) and two differentially targeted TEs (C,D) in healthy (top) versus FTLD

(bottom).

A MicroRNA-Dopamine Receptor Genetic
Module in Distinct Neural Circuits for
Olfactory Arousal and Olfactory Memory
W. Li, M. Cressy, H. Qin

microRNAs (miRNAs) are ~21-23 nucleotide-non-
coding RNA transcripts that regulate gene expres-
sion at the posttranscriptional level. miRNAs regu-
late gene expression by binding to complementary
sequences in the 3-untranslated regions of target
mRNAs. A growing number of studies demon-
strate that miRNA biogenesis and function, broadly
speaking, are important for virtually all aspects of
cell function, including neuronal function. But there
still are relatively few examples where individual

miRNA genes have been shown to function acutely
in the brain in the context of behavior. We have dem-
onstrated that miR276a expression is required acute-
ly in the Drosophila melanogaster brain within two
different neural cell types (Li et al. 2013b). In both
circuits, the miR appears to target a DAl-type do-
pamine receptor, but the circuits subserve different
aspects of olfactory behavior. This miR276a—dopa-
mine receptor interaction is required in mushroom
body neurons to support long-term olfactory mem-
ory and in ellipsoid body R4 neurons in the central
complex to modulate olfactory arousal. This may
reveal a conserved functional dissection of memory
and arousal in the mushroom body (MB) and central
complex.
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Cell-Type-Specific Expression Profiling
to Identify Memory-Related Targets
of miR276a

M.F. Shih

We have demonstrated a role for a miRNA gene,
miR276a, in olfactory memory in Drosophila. Our
findings implicate this miRNA in two different neu-
ronal cell types (mushroom body Kenyon cells and a
subset of the so-called ellipsoid body neurons). We are
using methods for cell-type-specific expression profil-
ing to identify the relevant targets of miR276a within
each of these neuronal cell types.
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STEM CELLS, SIGNAL TRANSDUCTION, AND BRAIN FUNCTION

Z.Glass
R. Makayus

T. Michurina
O. Mineyeva

G. Enikolopov

Our main focus is on stem cells of the adult organism.
Our research aims to identify stem cells in different
tissues, understand the molecular logic of their main-
tenance and differentiation, and apply this knowledge
for human therapy. Our main approach is generating
animal models that would allow visualization of stem
cells and their environment and monitoring changes
in their signaling landscape. Although most of our
work is related to adult neural stem cells, we are also
investigating stem cells and regulatory signals in non-
neural tissues, particularly those that are involved in
complex physiological circuits of the organism.

Neural Stem Cells, Aging, and Brain
Disorders

The key focus of our group is on adult neurogenesis,
maintenance of adult neural stem cells, and signals
that control them. Emerging evidence indicates that
adult neurogenesis is important for behavior, patho-
physiology, aging, and neural tissue repair; there-
fore, a clear understanding of the rules that govern
the maintenance, division, and differentiation of
adult neural stem cells may have direct implications
for human aging, disease, and therapy. We recently
showed that age-related decrease in hippocampal neu-
rogenesis under normal conditions is driven by the
disappearance of neural stem cells via their conversion
into mature hippocampal astrocytes. We described
the life cycle of an adult neural stem cell and proposed
a “disposable stem cell” model which posits that an
adult hippocampal stem cell is quiescent throughout
the entire postnatal life, but, when activated, it un-
dergoes several rapid asymmetric divisions (eventu-
ally producing a neuron) and then exits the pool of
stem cells by converting into an astrocyte. Our model
reconciles observations on the age-related decrease in
new neurons and age-related increase in astrocytes, the
disappearance of hippocampal neural stem cells, and
the remodeling of the neurogenic niche. These con-
tinuous changes underlie age-dependent diminished

J.-H. Park
N. Peunova

O. Podgorny

production of new neurons and may contribute to age-
related cognitive impairment.

We also used our reporter lines and our model to
determine the classes of stem and progenitor cells in
the hippocampus that are affected by various pro- and
antineurogenic factors and stimuli. This included fac-
tors that increase hippocampal neurogenesis, such as
SSRI and SNRI (selective serotonin and norepineph-
rine reuptake inhibitors) antidepressants, electrocon-
vulsive shock, deep brain stimulation of the anterior
thalamic nucleus and cingulate gyrus, and physical
exercise. Our model of adult hippocampal neurogen-
esis predicts that specific treatments may accelerate
production of new neurons by various means (e.g., via
increased division of stem cell progeny, increased sym-
metric or asymmetric division of stem cells, increased
recruitment of quiescent stem cells, or suppression of
cell death) and that each mode of augmented produc-
tion of new neurons may have different effects on the
pool of stem cells. Indeed, we found examples of each
of the different modes of activation of neurogenesis
in response to specific stimuli (so far, except for sym-
metric division of stem cells). Importantly, we found
examples of increased recruitment of normally quies-
cent stem cells in division induced by a widely used
therapeutic drug; accompanied by astrocytic differen-
tiation, such recruitment would lead to an increased
number of new neurons but at the expense of prema-
ture exhaustion of the stem cell pool. In contrast, we
found that electroconvulsive shock increases the num-
ber of asymmetric divisions of stem cells without re-
cruiting additional stem cells, therefore leading to an
increased number of new neurons without additional
loss of stem cells. Thus, these experimental studies
of adult neurogenesis may have direct relevance to
human therapy.

Much of our interest is related to the effect of aging
on stem cells. Lifespan of a diverse range of species
can be significantly extended by restricting the calorie
intake or by treatment with the mTOR (mammalian
target of rapamycin) pathway inhibitor rapamycin.
Both calorie restriction (CR) and rapamycin have also
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been shown to affect adult neurogenesis. These treat-
ments are usually applied for a limited period of time,
and it is not clear whether prolonged treatment with
CR or rapamycin has similar benefits and whether
such benefits are observed in old animals. It is also
not clear which specific subclasses of neural stem and
progenitor cells and which steps of the neuronal dif-
ferentiation cascade are targeted by CR or rapamycin.
We used our reporter mouse lines to investigate the
effects of CR and rapamycin on hippocampal stem
and progenitor cells in aging animals and found that
prolonged (12- or 18-mo) exposure of animals to CR
(but not to rapamycin) alleviates age-related decrease
in neural progenitor cell division in the aging brain;
the increase in the number of dividing cells was par-
ticularly evident in the hippocampus of female mice.
Our results indicate that the majority of the dividing
cells correspond to neural stem and progenitor cells
and that CR may increase the number of divisions
that neural stem and progenitor cells undergo in the
aging brain of female animals.

Much of our effort is related to developing new
methods to study adult neurogenesis. One such proj-
ect concerns three-dimensional representation of
neural stem cells in the adult brain. There have been
several attempts to obtain a three-dimensional repre-
sentation of the stem cell compartments in the adult
brain; however, they were cither too labor-intensive
or imprecise. We have applied a new method of serial
two-photon tomography to our reporter mouse lines
to produce a quantitative three-dimensional atlas of
stem and progenitor cells in the adult brain (in col-
laboration with Dr. Pavel Osten, CSHL). The result-
ing image shows active stem and progenitor cells, as
well as cells with stem cell potential, in the regions
of robust neurogenesis, the circumventricular organs,
and the central canal; importantly, such imaging is
quantitative by the nature of the technique. This ap-
proach may become a powerful tool to analyze stem
cells upon aging, in behavioral paradigms, or in the
context of disease.

Another project concerns triple S-phase labeling to
increase the resolution of the cell cycle analysis. La-
beling cells undergoing the S phase of the cell cycle
with a nucleotide analogue, such as bromodeoxyuri-
dine (BrdU) or ethyldeoxyuridine (EdU), became
the main approach to analyze cell division, stem cell
division in particular. This method has been greatly
improved by the ability to double-label the S phase

using pairs of modified nucleotides, e.g., chlorodeoxy-
uridine (CldU) and iododeoxyuridine (IdU) or BrdU
and EdU. We have now developed a new method for
labeling dividing stem and progenitor cells, based on
sequential labeling with three different nucleotide
analogues on the background of green fluorescent
protein (GFP)-labeled cells (i.e., quadruple labeling).
Our method allows a qualitatively new level of resolu-
tion of cell division kinetics: tracing of multiple cell
populations in a normal, transformed, damaged, or
regenerating tissue and tracing of progeny of multiple
stem and progenitor cell subpopulations. We are cur-
rently applying this new approach to determine the
changes in neural stem cell maintenance, division,
and differentiation in the aging hippocampus and in
response to drugs.

We also continue our collaboration with Dr. He-
lene Benveniste (Stony Brook University) on meta-
bolic profiling of dividing cells in the live rodent
brain using proton magnetic resonance spectroscopy.
We apply a widely used spectral fitting algorithm
(LCModel) to characterize the effect of increased pro-
genitor cell division in the model of electroconvulsive
therapy and in a mouse model of glioblastoma. Our
results indicate that this method can detect character-
istic lipid signatures at high concentrations of dividing
neural progenitor-like cells in live animals.

Stem Cells in Nonneural Tissues

Much of our effort is based on using engineered re-
porter mouse lines to visualize, track, and isolate stem
cells. We originated this approach more than 15 years
ago, and some of our reporter lines (e.g., Nestin-GFP
mice) became popular and useful genetic tools used
by many laboratories to study stem cells. Although
these lines were originally designed to identify stem
cells in the nervous system, we soon found that the
same reporter lines highlight stem and progenitor cells
in a range of other tissues. These tissues are as diverse
as anterior pituitary, skeletal muscle, testis, hair fol-
licles, liver, pancreas, and bone marrow.

We have been expanding on the reporter approach
by generating double- and triple-reporter lines, based
on various regulatory elements, including those that
use promoters of Sox2, Glil, or Lgr5 genes (e.g., Sox2-
GFP/Nestin-mCherry or Lgr5-mCherry/Nestin-GFP).
Using this approach, we discovered a new population



of stem cells in the ovary that normally act to repair
the epithelial surface of the ovary but that can be eas-
ily transformed and become cells of origin of ovarian
tumors (a collaboration with Dr. Alex Nikitin from
Cornell University). When an oocyte leaves the ovary
during ovulation, the ovarian surface epithelium is
ruptured and has to be repaired. We found a small
population of epithelial cells in the mouse ovary that
have the main characteristics of stem cells: They ex-
press several characteristic markers of stem cells, they
are mainly quiescent, and their progeny can differen-
tiate and repair the surface epithelium after the oocyte
exits. These stem cells show increased propensity to
be transformed after inactivation of tumor suppressor
genes p53 and RbI, whose pathways are altered fre-
quently in the most aggressive and common type of
human ovarian cancer, high-grade serous adenocarci-
noma. Thus, we found a new type of stem cells and
extended support for the often discussed notion that
susceptibility of transitional zones between different
types of epithelia (of which the epithelial cells of the
ovarian hilum are an example) to malignant transfor-
mation may be explained by the presence of stem cell
niches in those areas.

Signaling in the Stem Cell Niche

One of the our new directions is elucidating the sig-
naling landscape of the neurogenic regions in the
adult brain. Our current focus is on redox signaling,
which emerges as an important regulator of stem cell
maintenance. The changes in the redox status and
production of reactive oxygen and nitrogen species
(ROS) change the proliferation and differentiation of
various classes of stem and progenitor cells, including
neural cells. Aging correlates with increased produc-
tion of ROS, and this increase may be crucial for vari-
ous manifestation of aging. We develop genetically
encoded sensors that report different aspects of redox
signaling and apply them to visualize signaling pro-
cesses in and around aging neural stem cells and their
subcellular compartments, with a larger goal of tying
these processes to normal aging or disease (much of
this work is carried out in collaboration with Dr.
Vsevolod Belousov, a Visiting Scientist in the group).
Among other results, we have (1) generated and vali-
dated a new sensor for imaging changes in the NAD*/
NADH ratio in various cellular compartments (e.g.,
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mitochondria); (2) developed a method for controlled
production of ROS in mammalian cells and parallel
measuring the levels of produced ROS and demon-
strated that the efficiency of redox-sensitive oxidation
of cysteine residues depends on the proximity to the
source of H,0,; and (3) generated and validated a red
recombinant redox sensor. We are now working on ex-
panding the panel of sensors and reporters for parallel
visualization of multiple signaling events controlling
the stem cell niche.

NO, Development, and Differentiation

During the last decade, we discovered an essential role
of nitric oxide (NO) in development and in stem cell
regulation. We continue to uncover the diversity of
biological functions mediated by NO. For instance,
we found that NO is an important mediator of activi-
ty-dependent neuronal development in the hippocam-
pus, promoting local activity-dependent spine growth
(collaboration with Dr. Dominique Muller, Univer-
sity of Geneva). Ablation of activity of neuronal NO
synthase (NOS) interferes with the development of
excitatory synapses and prevents structural adaptation
of hippocampal excitatory synapses to environmental
enrichment.

We found yet another important function of NO:
its critical role in the multiciliated cells of the mu-
cociliary epithelium. Cilia of these cells beat in con-
cert to generate directed flow of fluid across tissue;
in the trachea and bronchi, this flow helps to clear
pathogens, foreign particles, and toxic chemicals
from the airways. We found that this role of NO is
conserved, and its basic features are highly similar
in such diverse settings as skin of the frog embryo
and mammalian airways. We identified distince NO-
dependent signaling pathways that control the cilia
distribution, cilia polarity, and cilia length. Our re-
sults suggest that some of the inborn and acquired
human ciliopathies and related disorders may also be
associated with inadequate activity of NOS and de-
creased availability of NO and may thus benefit from
NO-based therapies.
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MOLECULAR ANALYSIS OF NEURONAL RECEPTORS

AND ION CHANNELS
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The research program in our lab attempts to under-
stand the molecular basis of the functions of the cell
surface receptors or membrane proteins that initiate
cellular signal transductions involved in neurotrans-
mission in the mammalian brain, in order to develop
compounds with therapeutic value for treating neuro-
logical diseases and disorders including schizophrenia,
depression, stroke, and Alzheimer’s disease. Toward
this end, we are conducting structural and functional
studies on ion channels that control intracellular cal-
cium signaling upon stimulation by voltage and/or
neurotransmitters. These ion channels regulate the
strength of neurotransmission, the fundamental pro-
cess whereby multiple neurons communicate with one
another. Dysfunction of the ion channel studied in
our group is strongly implicated in neurotoxicity that
results in various neurological disorders and diseases
described above. To achieve our goals, we use X-ray
crystallography to determine three-dimensional atomic
structures of target proteins and test structure-based
mechanistic hypotheses by site-directed mutagenesis
in combination with biochemical and biophysical tech-
niques. The main accomplishment in 2013 was the
completion of high-resolution structures of the ligand-
binding domain (LBD) of a ligand-gated ion channel,
N-methyl-D-aspartate receptor (NMDAR) in complex
with antagonists and validation of the crystal structures
by electrophysiological techniques. The crystal struc-
ture shows the overall change in protein conformation
within LBD upon binding to two types of antagonists
compared to the agonist-bound form. The electrophysi-
ological experiments pinpointed elements possibly re-
sponsible for subtype-specific inhibition of NMDARs.

Structural Studies on the Ligand Binding
Domain of NMDAR

NMDARs belong to the family of ionotropic gluta-
mate receptors (iGluRs) that mediate the majority

N. Simorowski

of excitatory synaptic transmissions in the mam-
malian brain. They are voltage-sensitive calcium
ion channels composed mainly of two copies each
of the GluN1 and GluN2 subunits, which bind gly-
cine and glutamate, respectively. The calcium sig-
nals triggered by NMDARs facilitate cellular signal
transduction, resulting in neuroplasticity essential
for learning and memory formation. Dysfunctional
NMDARs are implicated in various neurological
disorders and diseases. For example, hypofunction of
NMDAR is a well-known paradigm for schizophre-
nia. Overactivation of NMDARSs causes depression
and neurodegenerative responses associated with Al-
zheimer’s disease and stroke-induced ischemic inju-
ries. The four distinct GluN2 subunits (A—D) con-
trol the pharmacological properties of the NMDAR
ion channels and show different spatial and tempo-
ral expression patterns; thus, there has been great
interest in creating subtype-specific compounds that
can target specific neuronal circuits. The NMDAR
subunits are modular and are composed of distinct
protein domains including the amino-terminal do-
main (ATD), ligand-binding domain (LBD), trans-
membrane domain (TMD), and carboxy-terminal
domain (CTD) (Fig. 1). Our group has obtained the
first crystal structures of GluN1/GluN2 ATD and
LBD and provided the field with important struc-
tural insights into how subunits may be arranged
in those domains in the context of the tetrameric
NMDAR ion channels. However, there has not been
any detailed information on the binding modes of
various inhibitors and competitive antagonists. In
2013, we completed structure/function studies on
competitive antagonism on NMDARs mediated by
LBD.

Structural information on the antagonist-bound
form of NMDAR has thus far been restricted to
that of GIuNI LBD. Thus, despite the historical
importance, the molecular mechanism underly-

ing inhibition of NMDARs by D-AP5 at GluN2
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Figure 1. NMDAR subunit organization and ligands. NMDAR
subunits are modular protein composed of an amino-terminal
domain (ATD), a ligand-binding domain (LBD), a transmembrane
domain (TMD), and a cytosolic domain (CTD). The domains are
oriented such that the amino terminus (NT) and the carboxyl ter-
minus (CT) are located at the extracellular and cytoplasmic re-
gions, respectively. LBDs from GluNT and GIuN2A are isolated
(scissors) by tethering two peptide fragments between TMD M1
and M3 by a Gly-Thr dipeptide linker (dashed line). (B) Ligands
for GIuN2 subunits. 1-glutamate and NMDA bind GIuN2 LBD.
(2R)-amino-5-phosphonovaleric acid (D-AP5) and 1-(phenan-
threne-2-carbonyl)piperazine-2,3-dicarboxylic acid (PPDA) with
distinct chemical structures both act as competitive antagonists
at the GluN2 LBD.

LBD has remained enigmatic. Furthermore, how
the phenanthrene-based compounds such as PPDA,
with a chemical structure highly distinct from that
of D-AP5, can function as an antagonist has been
a mystery (Fig. 1). These questions have been dif-
ficult to answer because of the technical difficulties
associated with crystallization of the antagonist-
bound GluN2 subunit. We overcame this techni-
cal barrier by developing a crystallographic method
that involved soaking, which resulted in two crystal
structures bound to (1) glycine and D-AP5 and (2)
glycine and PPDA.

The study shows that D-AP5 and PPDA bind to
the ligand-binding site within the GluN2A LBD in
distinct modes and result in “opening” of the bilobed
LBD structure to different extents (Fig. 2). Addition-
ally, the study demonstrated that the phenanthrene
ring of PPDA forming van der Waals interactions with
the hydrophobic pocket and sulfur—aromatic interac-
tion with a methionine residue present in GluN2B-D
in Site-11 is responsible for the moderate subtype spec-
ificity within NMDARs. The work also established
an effective method for obtaining crystals that permit
visualization of antagonist-bound GluN1/GluN2A
LBD structures at high resolution.

Figure 2. Crystal structures of GIuN1/GIuN2A LBD in complex
with GluN2-antagonists. The GluNT and GluN2A LBDs form
physiological heterodimers in the crystal. Each subunit has bi-
lobed structures composed of upper (D1) and lower (D2) do-
mains. Ligands such as D-AP5 (A) and PPDA (B) bind at the inter-
cleft between D1 and D2. Stereoview of the binding sites for
D-AP5 (C) and PPDA (D). (Right panel) Fo-Fc electron density
contoured at 46. LIG-PLOT presentation of the binding residues
for D-AP5 (E) and PPDA (F). The antagonist binding sites are
composed of two subsites called Site-I and Site-ll.

Validating Binding Modes of Antagonists

Inspection of the ligand-binding site shows distinct
binding modes between D-AP5 and (-)-PPDA involv-
ing different residues in the GluN2A ligand-binding
site. To validate the physiological relevance of this
structural observation and to further understand the
chemical nature of the ligand-binding site, we carried
out mutational analysis of residues involved in an-
tagonist binding by measuring current inhibition via
two-electrode voltage clamp (TEVC). The normalized
potencies of D-AP5 and (-)-PPDA were calculated
by determining EC,, values of L-glutamate and ICy,
values for D-AP5 and (-)-PPDA at fixed L-glutamate
concentrations, and by converting ECy, and IC;; into
K; values using the Cheng—Prusoff equation for every
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Figure 3. Site-directed mutagenesis of the antagonist binding
sites. Residues in Site-1 and Site-1l (Fig. 2) are mutated in the
context of the full-length GluN1/GluN2A NMDARSs, expressed
in Xenopus oocytes, and analyzed for potency. K; values are cal-
culated based on the ECs, values for glutamate and 1C,, values
for antagonists.

mutant tested (Fig. 3). Mutational analysis indeed
verified the involvement of distinct residues in binding
of D-AP5 and (-)-PPDA and thus validates the physi-
ological relevance of the crystal structures obtained
in our current study. In general, mutation of residues
surrounding the phenanthrene rings of (-)-PPDA
(Fig. 2 in Site-1I) affects the potency of (-)-PPDA with
litele or no effect on the potency of D-AP5. Among
these mutations, GluN2A Val734Ala, Tyr737Ala,
and Lys738Met have significant effects on (-)-PPDA
potency but only minor effects on D-AP5 potency
(Fig. 3). An intriguing observation is that although
Val734Ala and Tyr737Ala both decrease (-)-PPDA
sensitivity by reduction of van der Waals interaction
with the phenanthrene ring, Lys738Met increases
(-)-PPDA sensitivity by strengthening the interaction
(likely via aromatic—sulfur interaction). Among all the
GluN2 subunits, GluN2A is the only one with lysine
at the 738 position, whereas the other three subunits
(GluN2B-D) contain methionine at the equivalent po-
sition. GluN1/GluN2A NMDAR is the subtype that
is consistently least sensitive to (-)-PPDA. Based on the
structural observation above, we propose that the pref-
erential binding of (-)-PPDA toward GluN2B/C/D
over GluN2A-containing NMDARs derives from dif-
ferent modes of interaction with the phenanthrene ring
at the 738 position. Mutations on the other residues
surrounding the phenanthrene ring, Phe416Ala and
Val713Ala, have minor effects on sensitivity to both
(-)-PPDA and D-APS5, consistent with the structural
observation that those residues are farther away from
the phenanthrene ring compared to Val734, Tyr737, or
Lys738 and, therefore, not at the ideal position to form
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a strong van der Waals interaction. Tyr730 partici-
pates in binding of D-AP5 through polar interaction
with the phosphono group and, to a minor extent, of
(-)-PPDA through Van der Waals interaction with the
piperazine ring. The Tyr730Phe mutation results in a
fivefold decrease in sensitivity of D-AP5 by reduction
in the number of polar interactions, whereas it results
in an increase in (-)-PPDA sensitivity—Tlikely by the
strengthening of hydrophobic interactions due to the
absence of the hydroxyl group (Fig. 3).

Binding Specificity between NMDARs
and Non-NMDARs

Specific inhibition of NMDA-induced currents by
antagonists was crucial to confirm the existence of
the iGluRs. D-AP5 was one of the first antagonists
discovered to specifically inhibit the NMDA-in-
duced current, whereas (-)-PPDA was later reported
to inhibit NMDARSs with subtype specificity toward
GluN2C/GluN2D-containing NMDARs. Structural
comparisons between GluN1/GluN2A LBD and
non-NMDAR LBDs show elements that may have a
role in distinguishing NMDARs and non-NMDARs
such as AMPA (o-amino-3-hydroxy-5-methyl-4-is-
oxazole propionic acid) and kainate receptors. The
residues from D1 in direct contact with or in vicin-
ity of D-AP5 are mostly conserved in non-NMDARs
except that the equivalent residue to GluN2A His484
is tyrosine in AMPA and kainate receptors (Fig. 4).
As described above, direct and indirect polar interac-
tions in D2 are mediated by side chains of Ser689,
Thr690, and Tyr730, and nitrogen and oxygen atoms
from the main chain. Although GluN2A Ser689
and Thr690 are conserved in all of the L-glutamate-
binding subunits in iGluRs, Tyr730 is unique to the
GluN2 subunits in NMDAR family (Fig. 4). The
equivalent residues of GluN2A Tyr730 are GluA2
Leu704 and GluK1 Met722, which cannot form
direct polar interaction or “cap” the binding site as
GluN2A Tyr730 does. Consistent with the structural
and primary sequence analyses, mutating GluN2A
Tyr730 to leucine or methionine dramatically reduces
D-AP5 sensitivity (-20-fold and ~80-fold increase in
K values in Tyr730Leu and Tyr730Met, respectively),
although it causes little or no change in sensitivity to
(-)-PPDA. However, mutating GluA2 Leu704 and
GluK1 Met722 to tyrosine does not confer sensitivity
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Figure 4. PPDA is capable of recognizing both NMDARs and
non-NMDARs. The structural comparison between the GluN1/
GluN2A LBD with AMPA receptor (A) or kainate receptor (B) im-
plicates possible binding of PPDA. Electrophysiological record-
ings show that every subfamily member of ionotropic glutamate
receptors is inhibited by PPDA. Shown here are recordings done
in the presence of saturating glycine and glutamate. The current
is inhibited by 100 um of PPDA.

to D-AP5 in these non-NMDARs, indicating that
specific binding of D-AP5 to NMDARs is not deter-
mined solely by the tyrosine residue in the binding
pocket (data not shown). Overall, Tyr730 is a critical
factor, but not the only one that facilitates specific in-
hibition of NMDAR by D-AP5.

Contrary to D-APS5, structural comparison be-
tween GluN1/GIuN2A LBD and GluA2 or GluK1
LBD shows no apparent molecular feature that may
interfere with binding of (-)-PPDA in non-NMDARs,
but instead, it indicates a possibility that (-)-PPDA
binding will occur (Fig. 4). To validate this struc-
tural observation, we assessed the inhibition pattern
of (-)-PPDA on r-glutamate-induced currents pro-
duced by non-desensitizing mutants of GluA2 Leu-
483Tyr flip (Stern-Bach et al., [1998]) and GluK1
Tyr506Cys Leu768Cys (Weston et al., [2006]) using
TEVC. The application of 100 um (-)-PPDA in the
presence of agonists completely inhibited not only
GluN1/GluN2A NMDARs, but also GluA2 AMPA

receptors, and GluK1 kainate receptors (Fig. 4). In-
deed, both GluA2 and GluK1 respond to (-)-PPDA
with K; values of 7.85 um and 1.17 um, respectively,
which are comparable to K of 0.82 um in GluN1/
GIuN2A receptors. These results are consistent with
the recent report that some piperazine-2,3-dicar-
boxylate derivatives can act on both kainate and
NMDARs. The current study clearly shows that (-)-
PPDA is a general antagonist that acts on all of the
L-glutamate-binding iGluR subunits. Unlike PPDA,
D-AP5 has no effect on non-NMDARSs in similar
experiments. This indicates that the interaction be-
tween the phosphono group of D-AP5 and Site-1
is the crucial determinant for NMDAR specificity
over non-NMDARs. Although Site-II does not de-
fine NMDAR specificity, it distinguishes different
subtypes within the NMDAR families (e.g., GluN1/
GIluN2A vs. GluN1/GluN2D). Thus, a compound
that interacts with both Site-I and Site-II would
be a good lead for development of subtype-specific
antagonists.

Overall, our work shows the detailed molecular
mechanism of antagonist binding in NMDARSs and
suggests a strategy to develop compounds specific for
GluN1/GluN2A subtypes. There has been enthusi-
asm for such compounds in recent years because of
the involvement of GluN1/GluN2A NMDARs in
neuropathic pains, fear, and early onset epileptic en-
cephalopathy.
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ASSEMBLY AND FUNCTION OF NEURAL CIRCUITS

IN THE NEOCORTEX
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We aim to understand the developmental assembly
and functional organization of neural circuits in the
cerebral cortex. We have pioneered the use of mouse
engineering toward a genetic dissection of GABA-
ergic inhibitory circuitry in the neocortex. In the
past year, we extended this effort to targeting dis-
tinct classes of excitatory glutamatergic pyramidal
neurons. Genetic targeting of distinct neuron types
establishes entry points for studying cortical circuits
and builds a solid middle ground that coherently
connects to system neuroscience, on the one hand,
and molecular and developmental neuroscience, on
the other hand. In addition, we have been develop-
ing strategies for cell-type-based genomic analysis
in brain tissues. Our goal is to discover the genetic
principles underlying the assembly and organization
of cortical circuits and provide insight into how al-
tered development of these circuits contributes to
mental disorders.

Genetic Targeting of Pyramidal Neuron
Subtypes in the Mouse Neocortex

A key obstacle to studying the development, orga-
nization, and function of neural circuits in the cere-
bral cortex is the stunning diversity of neuron types
and a lack of comprehensive knowledge about their
basic biology. The problem of neuronal diversity and
identity in the cortex is fundamental, transcending
developmental and systems neuroscience, and lies at
the heart of defining the biology of cognition and
psychiatric disorders. Glutamatergic pyramidal neu-
rons (PyNs) constitute ~80% of cortical neurons,
are endowed with large capacity for information
coding, storage, and plasticity, and carry the out-
put of cortical computation. PyNs consist of diverse
subtypes based on their specific laminar locations,
axonal projection patterns, and gene expression

A.P. Tucciarone

profiles. Subsets of PyNs form multiple and hierar-
chical subnetworks of information processing, with
distinct output channels to cortical and subcortical
targets that subserve sensory, motor, cognitive, and
emotional functions. Importantly, PyN subtypes
are differentially affected in various neuropsychiat-
ric and neurodegenerative disorders. However, the
serious lack of specific and effective genetic tools
for studying PyNs has hampered progress in under-
standing cortical circuits. We have begun to build a
comprehensive genetic tool set for major PyN sub-
types in the mouse through a joint project led by my
laboratory and Dr. Paola Arlotta at Harvard Univer-
sity, with key collaboration from Dr. Hongkui Zeng
at the Allen Institute for Brain Science. We have dis-
covered a set of specific and combinatorial markers
that distinguish major PyN subtypes. We are using
intersection, subtraction, and inducible strategies to

target PyN subtypes.

The Progenitor Origin of Chandelier Cells

Diverse GABAergic interneurons regulate the func-
tional organization of cortical circuits and derive from
multiple embryonic sources. It remains unclear to
what extent embryonic origin influences interneuron
specification and cortical integration due to difficul-
ties in tracking defined cell types. Using genetic fate
mapping, we followed the developmental trajectory of
chandelier cells (ChCs), the most distinct interneu-
rons that innervate the axon initial segment of pyra-
midal neurons and control action potential initiation.
A single ChC innervates hundreds of pyramidal neu-
rons and might exert decisive influence on their firing,
but the developmental origin and cortical organiza-
tion of ChCs have been unclear. We recently discov-
ered that the specification of ChC identity is medi-
ated through lineage and birth timing mechanisms in
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the embryonic subpallium, and young ChCs navigate
over long distances with stereotyped route and sched-
ule to achieve characteristic laminar and areal distri-
bution in the cortex by the end of first postnatal week.
The developmental specification of this bona fide in-
terneuron type likely contributes to the assembly of a
cortical circuit motif. We have been using combinato-
rial genetic fate mapping to explore whether there are
designated ChC progenitor pools that give rise to this
distinct cell type.

Distinct DNA Methylation Signatures in
Glutamatergic and GABAergic Neurons
of the Cerebral Cortex

Epigenetic regulation at 5-methylcytosine (5SmC) in
the mammalian genome is essential for numerous
biological processes, including brain development,
function, and plasticity. A key obstacle in genomic
and epigenomic analysis of the brain is cellular het-
erogeneity—genomes of distinct yet highly intermin-
gled cell types are largely inaccessible to sequencing
technology. To address this issue, we have developed
an integrated genetic targeting and molecular tag-
ging system that establishes “genetic access” to the
methylomes and transcriptomes of specific cell types.
This is achieved by cell-type-specific expression of an
epitope-tagged histone protein (H2B-GFP fusion pro-
tein) through mouse engineering. Using fluorescence-
assisted cell sorting (FACS) of dissociated cortices and
whole-genome bisulfite sequencing, we have analyzed
the DNA methylomes of two cardinal neuron types,
the glutamatergic and GABAergic neurons. In col-
laboration with the Michael Wigler lab, we achieved
10X whole-genome coverage per cell type, allowing us
to interrogate ~90% of the CpG sites in the mouse
genome. These results identify extensive genome-wide
methylation differences in two cardinal neuron types
in the postnatal cortex. Furthermore, we have demon-
strated, to our knowledge for the first time, develop-
mental dynamics in methylation in a defined cell type
during cortical maturation.

Our approach establishes a cell-type-based experi-
mental paradigm for epigenomic analysis in complex
tissues and sets the stage for analysis of neuronal sub-
types during both brain development and behavioral
plasticity.

MeCP2 Regulates the Maturation of GABA
Signaling and Critical Period Plasticity
That Shape Experience-Dependent
Functional Connectivity in the Primary
Visual Cortex

A major challenge is to explain the cellular, devel-
opmental, and neural circuitry mechanisms that
link gene mutations to functional and behavioral
deficits. Rett syndrome (RTT) in several ways epit-
omizes this challenge: RTT is caused by mutations
in the MeCP2 gene that encodes a broadly expressed
chromatin and transcription regulatory protein,
and yet it is characterized by postnatal language
and cognitive deficits, stereotyped behaviors, and a
myriad of sensory and neurological symptoms. Al-
though numerous mouse models of RTT have been
established, it has been difficult to identify primary
molecular and cellular changes and trace their im-
pact on circuit alterations that underlie behavior-
al deficits. Using MeCP2-null mice, we examined
experience-dependent development of neural circuits
in the primary visual cortex where GABAergic inter-
neurons regulate a critical period of plasticity. The
functional maturation of parvalbumin interneurons
was accelerated upon vision onset, as indicated by
the elevated GABA synthetic enzyme GADG67 and
perineuronal net formation. These are correlated
with an early enhancement of GABA transmission
within the parvalbumin interneuron network and
an accelerated maturation of cortical activity propa-
gation patterns. We further demonstrate an early
onset and closure of the critical period and deficient
visual function: Binocular neurons in mature V1
remain mismatched with regard to inputs from the
two eyes. Importantly, a reduction of GADG7 level
is sufficient to rescue precocious onset of the criti-
cal period, suggesting a causal role for GADG7 in
MECP2-mediated regulation of experience-driven
V1 circuit development. Taken together, our study
establishes a coherent link, to our knowledge for
the first time, from specific molecular changes in
defined cell types to circuit development and plas-
ticity, and to a functional alteration with behavior
implications, in a mouse model of RTT. Our find-
ings thus begin to elucidate the circuit pathogenesis
by “connecting the dots” across levels from neural
development to function.



Input-Specific Maturation of Synaptic
Recruitment of Parvalbumin Interneurons
in the Primary Visual Cortex

Cortical networks consist of local recurrent circuits
and long-range pathways from other brain areas. Parv-
albumin inhibitory interneurons (PVNs) regulate the
dynamic operation of local ensembles as well as the
temporal precision of afferent signals. The synaptic
recruitment of PVNs that support these circuit op-
erations is not well understood. Here, we demonstrate
that the synaptic dynamics of PVN recruitment in
mouse visual cortex are customized according to input
source with distinct maturation profiles. Although the
long-range inputs to PVNs show strong short-term
depression throughout postnatal maturation, local
inputs from nearby pyramidal neurons progressively
lose such depression. This enhanced local recruitment
depends on PVN-mediated reciprocal inhibition and
results from both pre- and postsynaptic mechanisms,
including calcium-permeable AMPA (0-amino-3-
hydroxy-5-methyl-4-isoxazole propionic acid) recep-
tors at PVN postsynaptic sites. Whereas short-term
depression of long-range inputs is well-suited for af-
ferent signal detection, the robust dynamics of local
inputs may facilitate rapid and proportional PVN re-
cruitment in regulating local circuit operations.
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NEUROBIOLOGY OF COGNITION AND DECISION-MAKING

A.Kepecs L. Calcaterra J.Hirokawa H.J.Pi
E. Demir D. Kvitsiani ~ S. Ranade
L. Desban M. Lorenc J. Sanders
B. Hangya P. Masset A. Vaughan

Understanding the mysteries of cognition has been
an age-old aspiration of humankind. Our laboratory
engages this question by studying the neurobiologi-
cal basis of cognitive tasks in rodents. We use a re-
ductionist approach to translate psychological ques-
tions into the language of neuroscience by develop-
ing quantifiable, well-controlled behavioral tasks for
rodents. We then couple these tasks with targeted,
high-resolution, and high-throughput monitoring
and manipulation of neural circuits mediating cog-
nitive behaviors. Given the complexity of animal
behavior and the dynamics of neural networks pro-
ducing it, our studies rely on computational models
to guide and sharpen the neurobiological questions.
Finally, we use human psychophysics to validate our
behavioral observations in rodents by linking them
with analogous behaviors in humans. Using this in-
tegrated approach, our long-term goal is to “reverse
engineer” the computational and neurobiologi-
cal principles underlying cognition and decision-
making.

In terms of topics, our approach is multifaceted:
We study (1) the roles of uncertainty and confi-
dence in decision-making, (2) foraging decisions about
whether to stay or to switch, (3) the division of labor
between different cell types in the prefrontal cortex,
(4) how the cholinergic system supports sustained at-
tention, and (5) social decisions that rely on shallow,
stereotyped circuits. A unifying theme is the use of
cell-type- and pathway-specific perturbations to ef-
fect gain and loss of function for specific behavioral
abilities. Through such manipulations of genetically
and anatomically defined neuronal elements, we hope
to identify fundamental principles of neural circuit
function that will be ultimately useful for developing
therapies for diseases such as addiction, major depres-
sion, schizophrenia, Alzheimer’s disease, and autism
spectrum disorder.
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Neural Basis of Decision Confidence

J. Hirokawa, J. Sanders [in collaboration with A. Lak,
University of Cambridge; G. Costa and Z.F. Mainen,
Champalimaud Neuroscience Program, Portugal]

Natural events in the world, and the likely conse-
quences of our actions, are both fraught with ambigu-
ity. In the face of pervasive uncertainty, one’s degree of
confidence in a belief is a critical component of cogni-
tion. This can confer benefits for a broad range of ac-
tivities from the sophisticated to the mundane to the
essential: managing a stock portfolio, deciding wheth-
er to carry an umbrella, or deciding between fight and
flight. An essential use of confidence estimates is to
guide information-seeking behaviors, learning, and
attention so as to reduce the level of uncertainty. Con-
versely, the pathological misevaluation of confidence
contributes to a wide range of neuropsychiatric condi-
tions, including anxiety, obsessive-compulsive disor-
der, and addiction.

What is the neural basis for such judgments? Previ-
ously, we discovered neurons in orbitofrontal cortex
(OFC) that signal decision confidence, and we are
pursuing these observations by trying to establish the
causal neural circuit basis for estimating and acting on
decision confidence.

As a first step, we designed a new behavioral task
for rats, in which we could measure confidence behav-
iorally on a trial-by-trial basis. Briefly, rats are trained
on a simple olfactory decision task and by delaying
reward, we found that the time they are willing to
wait for an uncertain reward is proportional to deci-
sion confidence, as predicted by theory. To further
refine the role OFC in confidence, we are trying to
“read out” confidence reports (i.e., predict the timing
of leaving decisions on a trial-by-trial basis based on
neural activity [establish correlation]). To demonstrate
that OFC is necessary for confidence reports, we used



both excitotoxic lesions and pharmacological inacti-
vation techniques and found that confidence reports
were disrupted without changing decision accuracy. To
establish the sufficiency of OFC for confidence report-
ing, we are preparing gain-of-function experiments.
Because there is no obvious map in the prefrontal cor-
tex, we cannot use electrical microstimulation. Instead,
we will use optogenetic activation of neurons defined
by projection target using retrograde viruses and will
attempt to inject extra “uncertainty” into the brain by
activating the appropriate population of neurons. Our
ultimate aim is to define a precise neural circuit for
computing and using decision confidence.

From Metacognition to Statistics:
Confidence Judgments in Humans
J. Sanders, B. Hangya, P. Masset

In our rodent studies of confidence, we use a com-
putational framework to interpret behavioral and
neural data. We are also interested in understanding
the degree to which the theoretical concept of deci-
sion confidence corresponds to the human notion of
subjective confidence. Human confidence judgments
are thought to originate from metacognitive processes
that provide a subjective assessment about one’s be-
liefs. Confidence can be alternatively framed as an
objective statistical quantity, an estimate of the prob-
ability that a chosen hypothesis was correct. Despite
similar usage of this term, it remains unclear whether
the objective, statistical notion of confidence is related
to the subjective human feeling of confidence.

To address this issue, we developed a normative
statistical framework to mathematically derive predic-
tions relating a statistical measure of decision confi-
dence to observable measures of decisions. We found
that human confidence reports in both sensory and
general knowledge decision tasks followed the nor-
mative statistical predictions, defying several naive
intuitions about confidence. In addition, by fitting a
model to choice behavior within this framework, we
could quantitatively predict confidence reports. On
the basis of these results, we suggest that the compu-
tation underlying the human sense of confidence is
consistent with a mental implementation of statistical
decision confidence.

Next, we developed a new confidence-reporting
task that provides both implicit and explicit measures
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of decision confidence and is suitable for both rodents
and humans in order to make direct comparisons.
We designed a perceptual discrimination task where
subjects choose which of two Poisson click streams
is clicking faster and rate their confidence in their
choices. On each trial, we store the precise time of
each click the subject heard in each ear and acquire
three measures: a reaction time (how long the subject
collected evidence before choosing), a choice (which
side they thought was faster), and a confidence re-
port (how much they believe in the hypothesis that
their choice was correct). We used several previously
described models of choice and confidence to try to
design a computer program that could “listen” to the
same click trains and respond with the same reac-
tion time, choice, and confidence. To our surprise,
we discovered that standard models of perceptual
decision-making failed to reproduce the basic pat-
terns from our normative model, that confidence re-
flects the strength of perceived evidence. Currently,
we are examining a broader range of models to fit our
psychophysical data.

We find that all of these confidence-reporting tasks
share the basic patterns of confidence that is predicted
by statistical confidence. On the basis of these results,
we are now in a position to use these quantitative
measures of decision confidence in humans, through
collaborations and with neuroimaging and genetic ap-
proaches. Moreover, by showing that a single confi-
dence measure is applicable to humans and rodents,
our results strengthen the case for using the rat as a
model system for studying decision confidence.

The Representational Content
of Orbitofrontal Cortex during
Outcome Anticipation

J. Hirokawa, A. Vaughan

OFC is strongly implicated in decision-making under
uncertainty, especially when decisions require the
evaluation of predicted outcomes. Neurophysiological
studies conceptualize OFC as a hub for the integration
of different variables into unified value signals. Using
model-based approaches, previous studies have iden-
tified a number of critical outcome-related variables
in OFC, such as reward value, risk, and confidence.
However, such model-based approaches are limited in
their ability to characterize neuronal representations
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because it is difficult to address all potentially encoded
variables. Here, we address the representational content
of OFC using both model-based and model-free (i.c.,
unsupervised) approaches. First, we assessed whether
and how different decision variables are integrated
in OFC using a model-based approach. Second, we
sought to uncover the content of OFC representations
using unsupervised techniques to assess whether deci-
sion variables arise naturally and whether they are rep-
resented separately or as a continuum.

To address this, we trained rats in a two-alternative
forced-choice (2AFC) perceptual decision-making
task with block-wise changes in reward size and re-
corded 481 neurons in ventrolateral OFC. We focused
our analysis on the period after choice/before feedback
(i.e., while the animal is anticipating the outcome of
its choice). First, we constructed a normative model to
account for the behavioral data. Our model combines
reward value and perceptual decision confidence in a
Bayesian way to yield integrated value, which is then
used to make choices. The model correctly predicted
the behavioral choices and reaction times observed in
each animal. From neuronal data, analysis of single
units revealed that individual OFC neurons can repre-
sent identifiable decision variables separately, includ-
ing reward size and confidence, as well as their com-
bination into integrated reward value. Analysis across
the population of OFC neurons revealed the separable
representation of a variety of decision variables pre-
dicted by the model. Importantly, the largest fraction
of neuronal variance in the OFC population (the first
principal component) was explained by a variable,
which represents coherently integrated value (deci-
sion confidence multiplied by reward size). Moreover,
cluster analysis suggests nonrandom, structured repre-
sentations of these decision variables in OFC. Taken
together, we demonstrated that OFC representations
of task variables are fundamentally linked to model-
based decision variables such as reward value and deci-
sion confidence.

Microtraits in Rodent Models of
Psychiatric Diseases

L. Desban, J. Hirokawa [in collaboration with
F. Henn, Cold Spring Harbor Laboratory]

Basic research on psychiatric disorders relies on the
use of animal models. Usually, animal models are

validated mainly on the basis of genetic insights and
simple behavioral measures. However, in the case of
cognitive diseases, this has become challenging be-
cause it is unclear how to map human behavioral
deficits to animal models. To overcome these issues,
we are taking a different approach to this challenge,
based on the emerging field of computational psychia-
try. We focus on microtraits that can be easily quanti-
fied using psychometric tasks and that can be directly
related to humans (e.g., reward sensitivity, learning
rate, and decision confidence).

We attempted to use such a dimensional approach
to identify microtraits that may be quantitatively dif-
ferent between our model rats and their controls. We
studied major depressive disorder (MDD), a hetero-
geneous condition whose pathophysiology remains
unclear, with a commonly used rodent model, the
congenital learned-helplessness (cLH) rat. Using dif-
ferent behavioral paradigms, we tested two major
hypotheses about depression: anhedonia, a blunted
sensitivity to reinforcers, and depressive realism, the
improved calibration of the sense of confidence. We
first manipulated reward contingencies by introduc-
ing a bias in either reward size or reward probability.
Our results showed no significant difference between
cLH and cNLH rats, which suggested that cLH rats
did not display any imbalance in reward evaluation.
Then, we assessed confidence based on their willing-
ness to invest waiting time for uncertain outcomes.
When they were most confident, the optimal strategy
was to wait longer, and indeed, this is what we ob-
served. Moreover, we observed greater differences in
cLHs’ waiting times with confidence, suggesting that
they had more insight into their choices than controls
during the task. These preliminary results highlight
how a computational phenotyping approach can be
used to relate animal models of psychopathologies to
human behavior.

Impact of Drugs of Abuse on Decision-
Making and Orbitofrontal Cortex
Y. Wu, J. Hirokawa

Drug abuse and addiction result in and are com-
pounded by compromised decision-making pro-
cesses. OFC has emerged as one important region of
structural and functional alterations resulting from
chronic drug exposure. Although opioids are widely



used for treatment of chronic pain conditions, their
long-term effects on cognitive functions have not
been well characterized. Morphine is a potent opi-
ate drug that has been shown to directly affect OFC,
along with other prefrontal regions with strong dopa-
minergic projections. Addiction to morphine renders
subjects unable to make good judgments and flexible
choices, which mimics the effects of OFC lesions.
Therefore, we sought to find out whether the previ-
ously unexplained behavioral aspects of drug addic-
tion could be due to defects in integration of decision
confidence and reward value in the decision-making
process.

In our preliminary experiments, we used daily
sessions of morphine injections to disrupt choice be-
havior or saline controls. We found that acute effects
of morphine involve a decrease in choice accuracy
and increase in impulsivity and reaction time. In
addition, although saline-treated rats show a strong
tendency to pick a bigger reward when the evidence
level is low, this tendency is decreased in morphine-
treated rats, and the severity of this tendency is cor-
related with the amount of morphine animals re-
ceived. These results are consistent with morphine
causing defects in the integration of reward value
and sensory evidence. On the basis of this evidence,
we are pursuing the hypothesis that morphine self-
administration leads to suboptimal decision-making
by disrupting integration and distribution of deci-
sion variables in OFC.

Foraging Decisions, Anterior Cingulate
Cortex, and Inhibitory Neuron Types

D. Kvitsiani, S. Ranade, B. Hangya [in collaboration with
Z.). Huang, Cold Spring Harbor Laboratory]

Making decisions about when to engage with op-
tions as they are encountered and when to disengage
and switch behavior are fundamental problems for
all decision makers. Such decisions about whether to
stay and exploit an opportunity or leave and explore
alternatives, presented in the language of behavioral
ecology, are called foraging decisions. It is critical to
appreciate that foraging decisions are not binary ones
between currently available options (such as two-
alternative forced choice), but are instead decisions
about when and how to engage with the available
options.
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We have been studying the anterior cingulate cortex
(ACC) during a simple foraging task. In both humans
and rodents, ACC has been implicated in variety of
goal-directed behaviors including reward processing,
inhibitory response control, and conflict monitor-
ing. Electrophysiological recordings from ACC show
great diversity of neuronal responses to a range of be-
havioral variables. At the same time, the neocortex
is composed of a variety of cell types, among which
GABAergic interneurons exhibit the largest diversity
in connectivity, morphology, and intrinsic physiology.
Does the anatomical and molecular variety of inter-
neuron subtypes map onto the diversity of neuronal
responses in behaving animals? To address this issue,
we used optogenetics as a means of identifying extra-
cellularly recorded neurons in freely moving mice,
focusing on inhibitory interneurons, which exhibit the
largest diversity of cell types in cortex. We tested
the overarching hypothesis that neurons belonging to
the same subtype share fundamental commonalities
in response properties during behavior, whereas dis-
tinct subtypes specialize in distinct functional roles.

We showed that parvalbumin-expressing (Pv) and
a subtype of somatostatin-expressing (Som) neu-
rons form functionally homogeneous populations
showing a double dissociation between both their
inhibitory impact and their behavioral correlates.
Out of a number of events pertaining to behavior,
a subtype of Som neurons selectively responded at
reward approach, whereas Pv neurons responded at
reward leaving, encoding preceding stay duration.
These behavioral correlates of Pv and Som neurons
defined a behavioral epoch and a decision variable
important for foraging (whether to stay or to leave),
a crucial function attributed to ACC. Furthermore,
Pv neurons could fire in millisecond synchrony, ex-
erting fast and powerful inhibition on principal cell
firing, whereas the inhibitory impact of Som neurons
on firing output was weak and more variable, consis-
tent with the idea that they respectively control the
outputs of and inputs to principal neurons. These
results suggest a connection between the circuit-level
function of different interneuron types in regulating
the flow of information and the behavioral functions
served by the cortical circuits. Our results also point
to a new view of inhibition that sees interneurons
as encoding behaviorally relevant variables and serv-
ing to control the flow of information on behavioral
timescales.
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Cortical VIP Interneurons and
Disinhibitory Control

H.J. Pi, B. Hangya [in collaboration with Z.]. Huang,
Cold Spring Harbor Laboratory]

We are interested in understanding how the diversity
of cortical inhibitory interneurons underlies distinct
neural circuit dynamics that direct perception and
behavior. As part of this broader project, we studied
vasoactive intestinal peptide-expressing (VIP) inter-
neurons. VIP neurons are mostly bipolar, and their
processes are vertically oriented and constitute less
than 2% of all cortical neurons. Interestingly, these
neurons specifically target other inhibitory neurons
and avoid pyramidal cells. Therefore, we hypothesized
that VIP neurons regulate a disinhibitory circuit and
tested it in two functionally different cortical regions:
auditory and medial prefrontal cortices.

Using a combination of in vivo and in vitro physi-
ology, we showed that VIP interneurons mediate
disinhibitory control in multiple areas of neocortex.
By combining optogenetic activation with single-cell
recordings, we examined the functional role of VIP
interneurons in awake mice and investigated the un-
derlying circuit mechanisms in vitro in auditory and
medial prefrontal cortices. We identified a basic disin-
hibitory circuit module in which activation of VIP in-
terneurons transiently suppresses most somatostatin-
expressing and a fraction of parvalbumin-expressing
inhibitory interneurons—specialized to control the
input and output of principal cells, respectively. In
the auditory cortex, we found that reinforcement sig-
nals (punishment and reward) strongly activated VIP
neurons, and in turn, VIP recruitment modulated the
tone-responsiveness of a functional subpopulation of
principal neurons. We propose that this disynaptic
disinhibitory mechanism represents a cortical circuit
motif that enables long-range inputs to modulate the
gain of local circuits.

What are the mechanisms by which VIP neurons
are recruited at specific moments in behavior? Pre-
vious studies suggest that VIP neurons may act as a
conduit for fast neuromodulatory control and thereby
acquire behaviorally relevant responses. To identify
which neuromodulatory systems recruit a VIP-con-
trolled disinhibitory circuit, we took advantage of a ra-
bies-virus-assisted retrograde tracing system that only
labels monosynaptic input neurons fluorescently. We
identified direct projections from cholinergic neurons

in the basal forebrain and serotonergic neurons in the
raphe nuclei. Moreover, it is known that VIP neurons
express ionotropic nicotinic acetylcholine and seroto-
nergic 5-HTS;, receptors. On the basis of these results,
we are pursuing the hypothesis that VIP neurons
transform fast neuromodulatory signals into cortical
disinhibitory output.

Neural Representation of Social Decisions
and Rewards

E. Demir, L. Calcaterra [in collaboration with
R. Axel, Columbia University]

Social behavior is integral to animals’ survival and re-
production. Social deficits are at the heart of cognitive
disorders such as autism spectrum disorder that have
proven to be profoundly difficult to study in model or-
ganisms. Mice, like humans, are social animals. To in-
teract, cooperate, and compete with others, mice have
to collect information about each others’ identity, fer-
tility, and likely intent. We would like to understand
how social information is represented, computed, and
used by mice. In rodents, a main source of informa-
tion for social decision-making and reward valuation
is the chemosensory system. The neural circuits sup-
porting these tend to be shallow, from sensory input
to motor actions, and highly stereotyped, enabling the
systematic dissection of this system.

We started our studies by recording from part of
the amygdala that processes information from the
vomeronasal system, detecting behaviorally signifi-
cant chemical cues such as pheromones. We have de-
signed a behavioral task that presents different urinary
proteins to our mice while we are performing electro-
physiology in medial amygdala. Moreover, we char-
acterized molecular markers that enable us to further
dissect the social amygdalar circuit. Currently, we are
doing optogenetic experiments as well as electrophysi-
ological recordings to map behavioral relevance onto
specific medial amygdala neurons.

We are also interested in understanding the basic
rules that mice use to choose their partners. For this
purpose, we have developed a psychophysical social
behavior task, the “social carousel,” inspired by per-
ceptual psychophysics and game theoretic traditions
that have been instrumental in studying other facets of
cognition. Our task enables the reliable, quantitative,
and high-throughput analysis of social interactions in



mice. This task contrasts appetitive rewards with op-
portunities for social interaction. Water-deprived ani-
mals are trained to alternate between two platforms:
One platform provides a small water reward and the
other allows for social interaction with caged mice
drawn at random from a revolving magazine. Sub-
jects can engage in extended social interactions with
these mice, but at the expense of delaying the water
reward. This task allows us to infer the “social value”
of a mouse based on the trade-off between social in-
teractions and appetitive rewards. In addition, this
task is compatible with our electrophysiological stud-
ies because it is devised for precise stimulus delivery
and reproducible behavioral contingencies. Currently,
we are characterizing social preferences of individual
mice of different strains and subspecies.

Role of Nucleus Basalis in Reinforcement
and Sustained Attention
B. Hangya, S. Ranade, M. Lorenc

The nucleus basalis (NB) is a vitally important yet
poorly understood neuromodulatory system that is
thought to have significant roles in cognitive func-
tions, including learning, memory, and attention.
Cognitive deficits in Alzheimer’s disease, Parkinson’s
dementia, age-related dementias, and normal aging
are correlated with the extent of deterioration of NB
cholinergic neurons. Yet, despite the association of
NB with higher cognitive functions and a host of dis-
ease states in humans, it is surprising how lictle we
understand about its function during behavior. Pre-
vious research, mostly using lesions, pharmacology,
and microdialysis, revealed that NB can have strong
and confusingly diverse effects on downstream tar-
gets and behavior. However, it is not known when
cholinergic neurons are recruited during behavior
and how their activity might support different aspects
of cognition.

To overcome these challenges, we combine opto-
genetic and electrophysiological approaches to record
from identified cholinergic projection neurons in NB
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during behavior. We have successtully developed vi-
sual and auditory versions of sustained attention tasks
for mice. In these tasks, mice report target stimuli oc-
curring at uncertain times. Performance and reaction
time are used as indicators of attention. We manipu-
late temporal expectancy by using specific distribu-
tions for stimulus timing, thus modulating attention
in a temporally precise, graded manner, also reflected
in the reaction times of the animals. We recorded
single-neuron activity from the NB while mice were
performing the auditory sustained attention task and
identified cholinergic neurons by using an optogenetic
approach. We found that tonic changes in cholinergic
firing are correlated with brain states but not with be-
havioral measures of attention on a trial-to-trial basis.
On the other hand, cholinergic neurons were phasi-
cally activated following delivery of the reinforcer, ei-
ther air puff or water reward. Surprisingly, almost all
cholinergic neurons recorded during the task showed
a similar fast response to the air puff with a median
latency of 17.5 msec and a very low jitter (median jit-
ter = 2.2 msec), whereas responses to reward were
more variable. These results suggest that cholinergic
neurons have dual functions, with tonic firing mediat-
ing vigilance and phasic firing rapidly signaling rein-
forcement feedback.

PUBLICATIONS

Kepecs A. 2013. The uncertainty of it all. Naz Neurosci 16: 660—662.

Kepecs A, Mainen ZF. 2013. A computational framework for the
study of confidence across species. In The cognitive neuroscience of
metacognition (ed. Fleming SM, Frith CD), pp. 115-145. Springer,
Heidelberg.

Kvitisiani D, Ranade S, Hangya B, Tanaguchi H, Huang JZ, Kepecs
A. 2013. Distinct behavioural and network correlates of two inter-
neuron types in prefrontal cortex. Nature 498: 363-366.

Pi HJ, Hangya B, Kvitsiani D, Sanders JL, Huang Z], Kepecs A.
2013. Cortical interneurons that specialize in disinhibitory con-
trol. Narure 503: 521-524.

Ranade S, Hangya B, Kepecs A. 2013. Multiple modes of phase lock-
ing between sniffing and whisking during active exploration.
J Neurosci 33: 8250—8256.

Zariwala HA, Kepecs A, Uchida N, Hirokawa J, Mainen ZF. 2013.
The limits of deliberation in a perceptual decision task. Neuron

78: 339-351.



THEORETICAL AND COMPUTATIONAL NEUROSCIENCE

A. Koulakov D. Ferrante Y. Wei

Our laboratory develops theories of neural compu-
tation. We work in parallel on three topics. First,
we formulate mathematical models for combining
genetic information and experience (nature and
nurture) during formation of connections between
neurons. Our models describe how genes can help
build neural networks and how neural activity adds
a layer of plasticity to the network topology that re-
flects learning and experience. These models have
been tested on circuits that are formed in the visual
system and can be rewired through genetic, surgical,
and pharmacological manipulations. We have ap-
plied our theory to the visual maps of ocular domi-
nance observed in visual cortices of many higher
vertebrates, such as humans. We were able to relate
the orientation of ocular dominance patterns to the
distribution of molecular labels that control estab-
lishing connectivity between the cortex and thala-
mus. Second, we have been developing the neural
network theory for olfactory processing. We previ-
ously argued that information about smells can be
represented in the olfactory system in the form of
temporal sequences. We proposed a model for learn-
ing odorant representations in the olfactory bulb. Fi-
nally, this year, we have developed a model for deci-
sion confidence estimation within cortical networks
forming perceptual decisions.

The Molecular Basis for the Development
of Neural Maps
Y. Wei, A.A. Koulakov

Neural development leads to the establishment of
precise connectivity in the nervous system. By con-
trasting the information capacities of cortical con-
nectivity and the genome, we suggest that simpli-
fying rules are necessary in order to create cortical
connections from the limited set of instructions con-
tained in the genome. One of these rules may be used
by the visual system, where connections are formed
on the basis of the interplay of molecular gradients
and activity-dependent synaptic plasticity. We show
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how a simple model that accounts for such interplay
can create both neural topographic maps and more
complex patterns of ocular dominance (i.e., the seg-
regated binary mixture of projections from two eyes
converging in the same visual area). With regard to
the ocular dominance patterns, we show that pattern
orientation may be instructed by the direction of the
gradients of molecular labels. We also show that the
periodicity of ocular dominance patterns may result
from the interplay of the effects of molecular gra-
dients and correlated neural activity. Overall, we
propose that simple mechanisms can account for the
formation of apparently complex features of neuro-
nal connections (Fig. 1).
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Figure 1. The geometry of the ocular dominance stripe orienta-
tion predicted by our computational model. (A) The orientation
of ocular dominance stripes in the middle of the eye is predicted
to be horizontal, whereas at the periphery, this orientation is
circular. (B) This is a picture of orientation projected into the
primary visual cortex.



Sparse Learning of Odorant Representations
in the Olfactory Bulb

A. Koulakov [in collaboration with S. Shea, Cold Spring
Harbor Laboratory]

The olfactory bulb is the first brain region in the neural
network dedicated to odor perception. Mitral cells in
the olfactory bulb receive odor information from nasal
epithelial receptor neurons and process and transmit
this information to the cortex. Activity at this crucial
processing step is steeply dependent on behavioral state
and experience. For example, sustained mitral cell
odor responses under anesthesia disappear in wakeful-
ness. Yet, aligning spikes to respiration revealed brief
and precise transient activity, suggesting that odor in-
formation is transmitted as sparse temporal sequences
of activation. Mitral cell output is likely shaped in part
by local inhibitory neurons called granule cells, but the
significance of granule cells for sensory coding and per-
ception is unclear. Recently, we proposed that granule
cells form inverse representations of odorants that are
subtracted from the responses of mitral cells to elimi-
nate redundancies and enforce temporal structure. The
responses of cells in the olfactory bulb circuit display

Neuroscience 147

rich dynamical repertoire including state-dependent
activity, temporal coding, and experience-dependent
plasticity. Here, we extended our theoretical model
and derived the learning rules for granule cell connec-
tions that facilitate sparse, temporally patterned micral
cell output that reduce the redundancy of odorant
representations by the mitral cells. In parallel, we used
experimental data to rigorously test our model’s pre-
dictions. Understanding how redundancy gets reduced
in the mitral-granule cell network is especially relevant
for the human olfactory system because according to
recent data, it contains a greater number of mitral cells
receiving redundant inputs from fewer types of olfac-
tory receptor neurons. Moreover, sparsened sensory
coding is observed in a wide range of systems during
wakefulness. Our studies help us to understand how
this computation is achieved by experience-dependent
plasticity and learning in a population of olfactory
inhibitory neurons.
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THE FUNCTION AND PLASTICITY OF CENTRAL SYNAPSES
IN ADAPTIVE AND MALADAPTIVE BEHAVIORS RELATED

TO PSYCHIATRIC DISORDERS

B.Li S.Ahrens

K. Delevich M. Penzo K. Yu

Understanding the relationship among synapse, cir-
cuit, and behavior has been the focus of research in
my lab. We are particularly interested in understand-
ing the synaptic and circuit mechanisms underlying
cognitive functions, as well as synaptic and circuit
dysfunction that may underlie mental disorders, in-
cluding anxiety, depression, schizophrenia, and au-
tism. To address these questions, we use in vitro and
in vivo electrophysiology, two-photon imaging, and
molecular, genetic, optogenetic, and chemical-genetic
methodologies to probe and manipulate the function
of specific neural circuits in the rodent brain and to
determine their role in behaviors, such as learning and
expression of fear, learned helplessness, and attention.
We are currently undertaking three major lines of re-
search, which are summarized below.

The Central Amygdala Fear Circuits
and Fear Regulation

The amygdala is essential for fear learning and ex-
pression. The central amygdala (CeA), once viewed
as a passive relay between the amygdala complex and
downstream fear effectors, has emerged as an active
participant in fear conditioning. However, how CeA
contributes to the learning and expression of fear is
unclear. We recently discovered in mice that fear
conditioning induces robust plasticity of excitatory
synapses onto inhibitory neurons in the lateral sub-
division of CeA (CeL). This experience-dependent
plasticity is cell-specific and expressed by inputs from
the lateral amygdala. Furthermore, we demonstrated
that this CeL plasticity is required for the storage of
fear memories.

The CeL also controls fear expression by gating the
activity of the medial subdivision of the central amyg-
dala (CeM), the canonical amygdala output to areas
that mediate defensive responses. In addition to the
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connection with CeM, the CeL sends long-range pro-
jections to innervate extra-amygdala areas. However,
the long-range projection CeL neurons have not been
well-characterized, and their role in fear regulation
is unknown. Our recent studies in mice show that a
subset of CeL neurons directly project to the midbrain
periaqueductal gray (PAG) and the paraventricular
nucleus of the thalamus, two brain areas implicated
in defensive behavior. These long-range projection
CeL neurons are predominantly somatostatin-positive
(SOM*) neurons, which can directly inhibit PAG
neurons, and some of which innervate both the PAG
and the paraventricular nucleus of the thalamus. No-
tably, fear conditioning potentiates excitatory synaptic
transmission onto these long-range projection CeL
neurons. Thus, our study identifies a subpopulation of
SOM?* CeL neurons that may contribute to fear learn-
ing and regulate fear expression independent of CeM.

The Habenula Circuitry in the Learned
Helplessness Model of Depression

The cellular basis of depressive disorders is poorly
understood. Recent studies in monkeys indicate that
neurons in the lateral habenula (LHDb), a nucleus that
mediates communication between forebrain and mid-
brain structures, can increase their activity when an
animal fails to receive an expected positive reward or
receives a stimulus that predicts aversive conditions
(i.e., disappointment or anticipation of a negative
outcome). LHb neurons project to, and modulate,
dopamine-rich regions, such as the ventral tegmen-
tal area (VTA), that control reward-seeking behavior
and participate in depressive disorders. We have found
that in two learned helplessness models of depression,
excitatory synapses onto LHb neurons projecting to
the VTA are potentiated. Synaptic potentiation cor-
relates with an animal’s helplessness behavior and is



due to an enhanced presynaptic release probability.
Depleting transmitter release by repeated electrical
stimulation of LHb afferents, using a protocol that
can be effective for patients who are depressed, mark-
edly suppresses synaptic drive onto VTA-projecting
LHbD neurons in brain slices and can significantly re-
duce learned helplessness behavior in rats. Our results
indicate that increased presynaptic action onto LHb
neurons contributes to the rodent learned helplessness
model of depression.

This study provides insights into cellular mecha-
nisms that may explain previously reported phenom-
ena—the increase in LHb metabolic activity observed
in humans who are depressed and in animal models
of depression—and that lesion or pharmacological
silencing of the LHb can modulate depression-like
symptoms in animal models. Our findings suggest an
aberrant cellular process that has not previously been
examined in the context of mood disorders and that
may be crucial in the etiology of depression. Future
studies aimed at determining the changes in molecu-
lar signaling that underlie the synaptic hyperactivity
onto LHb neurons may lead to novel and effective
treatments able to reverse some forms of depressive
disorders.

The Schizophrenia-Linked ErbB4
Controls Attention through the
Thalamic Reticular Nucleus

Considerable evidence supports a role of the tha-
lamic reticular nucleus (TRN) in sensory processing
and cognitive functions such as attention. Dysfunc-
tion of TRN has been implicated in schizophrenia,
a mental disorder in which cognitive deficit is a core
feature; however, the mechanisms by which TRN
dysfunction occurs and leads to disease symptoms
are unclear. We have probed and manipulated the
somatostatin (SOM™) class of TRN neurons, which
express ErbB4, a gene that has been linked to schizo-
phrenia. We found that Er6B4 deficiency in these
neurons selectively strengthened excitatory synapses
driven by cortical inputs, thereby enhancing the
feedforward modulation of thalamic neurons, and
specifically impaired behavioral performance in a
task that engages rule selection but not input selec-
tion, attentional processes dependent on activity of
SOM* TRN neurons.
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Rule selection and input selection represent distinct
attentional processes that likely require the coordinat-
ed action of cortical and subcortical structures. We
found that suppression of SOM* TRN neurons (by
the chemical-genetic method) impaired performance
in both the inputselection and rule-selection tasks,
indicating that these neurons are indispensable. On
the other hand, increasing cortical drive onto SOM™
TRN neurons (caused by ErbB4 deficiency) markedly
improved input selection, but severely impaired rule
selection. These results, although paradoxical at first
glance, are in fact consistent with Francis Crick’s at-
tentional searchlight hypothesis, in which TRN neu-
rons act as the “beam” of the searchlight to enhance
the activity of thalamocortical neurons. Indeed, acti-
vation of TRN neurons promotes the generation of
bursting activity in the thalamus, which may facili-
tate information processing and improve behavioral
performance. Through this mechanism, the increased
cortical drive onto TRN neurons may improve perfor-
mance in the input-selection task, in which distractors
may interfere with information processing in the thal-
amus through a bottom-up process. In contrast, in the
rule-selection tasks, both auditory and visual stimuli
have been learned to be associated with reward, and
therefore, either stimulus can be voluntarily attended
through a top-down process. In a given trial, actend-
ing to the inappropriate stimulus (under the current
rule) results in performance error. This problem be-
comes exaggerated in the ErbB4 mutant mice, in
which the aberrantly enhanced cortical-TRN inputs
might render the TRN neurons more responsive to
false signals originating from the cortex.

These results uncover a critical role of a cortico—
TRN synaptic circuitry in goal-directed attention and
provide insights on cellular and circuit mechanisms by
which TRN dysfunction may occur and contribute to
a consistently observed cognitive impairment in major
psychiatric disorders. Our results suggest that either
aberrantly increased or decreased TRN neuronal ac-
tivity can result in impairment in rule selection, a key
aspect of executive control. The rule-selection task
used in our study mimics, to some extent, the Stroop
task, a test commonly used to assess cognitive deficit
in schizophrenia. The finding that ErbB4 deficiency
selectively impairs rule selection, but not input selec-
tion, parallels a clinical observation that schizophre-
nia specifically affects performance in the Stroop task
and does not impair attentional functions in general.
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Deletion of a single copy of ErbB4 is sufficient to pro-
duce a robust effect, suggesting that ErbB4 signaling
is exquisitely regulated in SOM* TRN neurons in
order to properly maintain TRN function. Thus, our
findings reveal circuitry and cellular mechanisms that
may underlie a form of cognitive deficit observed in
mental disorders.
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INTEGRATIVE SYSTEMS NEUROBIOLOGY

P. Mitra N. Baltera N. Franciotti  G. Havkin
C. Bergano P. Grange J. Jones
A. Field-Pollatou H. Greene F. Mechler

We study complex neurobiological systems using a
combination of experimental and computational ap-
proaches. The primary area of experimental work
in our laboratory is the Mouse Brain Architecture
(MBA) project, with a goal to generate a brainwide
mesoscale connectivity map in the mouse. In collab-
orative studies, we also apply the methods developed
for the MBA project to multiple other species, includ-
ing the zebra finch, marmoset, macaque monkey,
and human. Our neuroinformatics research involves
the development and application of analytical tools
to large volumes of neurobiological data. A specific
area where we have concerted our efforts is the de-
velopment of informatics infrastructures for data and
knowledge integration for various brain connectivity
projects. We have major ongoing collaborations with
research groups, both inside and outside CSHL. At
CSHL, we collaborate with Josh Huang on a project
on GABAergic interneuron expression in mouse mod-
els of autism. The Brain Architecture Project has col-
laborators at multiple institutions, including Harvey
Karten (University of California, San Diego), Michael
Hawrylycz (Allen Institute of Brain Research), Jin
Hyung Lee (Stanford), and Mihail Bota (University
of Southern California). We began a joint effort with
Allan Johnson’s team (Duke University) to develop
a high-resolution Nissl atlas for the MR-based Wax-
holm space of the mouse brain. We collaborate with
Bijan Pesaran (New York University) on mapping
connectivity in the macaque brain, and with Naoshige
Uchida (Harvard) on mapping the afferent inputs to
the dopaminergic system of the mouse brain. We have
completed the pilot phase of a collaborative effort with
Kirk Wilhelmsen (University of North Carolina) to
link brainwide neuroanatomy with genetics using the
Collaborative Cross project mouse lines. We have also
been working with Randal Burns and his team (Johns
Hopkins University) on integrated hardware/software
solutions to storage and computing tasks posed by the
massive imaging data in our projects.

S. Michelsen  C. Powell K. Weber
A.Mukherjee S. Savoia C.Wu
V. Pinskiy A.Tolpygo Y.Zhang

Continuing in the Mitra laboratory in 2014 are
Sandra Michelsen (Administrator), Vadim Pins-
kiy (Computational Science Analyst), Alex Tolpygo
(Laboratory Manager), Gregor Havkin (Computa-
tional Science Manager), Kevin Weber (Laboratory
Technician), Neil Franciotti (Laboratory Techni-
cian), Amit Mukherjee (Postdoctoral Fellow), and
Ferenc Mechler (Computational Science Analyst,
Project Manager). Jamie Jones (Laboratory Tech-
nician), Caitlin Powell (Laboratory Technician),
Christin Bergano (Laboratory Technician), Harri-
son Greene (Laboratory Technician), Pascal Grange
(Postdoctoral Fellow), Caizhi Wu (Research Asso-
ciate), and Yingbin Zhang (Computational Science
Manager) have recently left to further pursue their
careers. Angeliki Field-Pollatou (Visiting Graduate
Student), Nicholas Baltera (Laboratory Technician),
and Stephen Savoia (Laboratory Technician) joined
us during the last year.

Mouse Brain Architecture Project

V. Pinskiy, A. Tolpygo, C. Wu, J. Jones, K. Weber,
C. Bergano, N. Franciotti, G. Havkin, Y. Zhang,
A. Mukherjee, F. Mechler

The function of the brain is served and constrained
by its wiring and our knowledge of a comprehensive
wiring map of the mammalian brain. Our knowledge
of the wiring map remains highly incomplete. The
MBA project, now running in its fourth year, is de-
signed to address this knowledge gap. We use a pair
of anterograde tracing and a pair of retrograde tracing
methods and make computer-guided precision injec-
tions targeting one of 262+ predetermined sites sys-
tematically mapped on a three-dimensional grid that
covers the entire brain volume. Using this approach,
we map brain connectivity in the adult (p56) mouse
(C57BL/6)) in four different ways and align these re-
sults to the Allen Brain Atlas.
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To date, we have processed and released more than
540 brains for public access on the MBA web por-
tal (http://mouse.brainarchitecture.org/), and more
brains are being processed and posted on a continuing
basis. Although the whole brain still remains to be tar-
geted with injections, some areas are now well-covered
(including the somato-motor system). The Mathers
Foundation agreed to provide support to allow the
continuation and completion of the MBA project.

Much of the current effort deployed in the MBA
project is developing hardware and software tools
to cope with challenges posed by the very large
(-TB size) image data sets. We need to move, store,
and process hundreds of these data sets securely and
efficiently. Furthermore, the computationally in-
tensive analyses (such as volume registration) of the
MBA brains require specialized software solutions to
be feasible on these sets that we address in the Johns
Hopkins University collaboration. In addition, we
continue to work to improve the portal interface and
user experience. We have added new browser capa-
bilities and started to add a video to each brain that
animates the coronal image stack as a virtual rostro-
caudal fly-through.

Regarding future directions, we started a pilot
collaboration with Mihail Bota (University of Southern
California) in which he manually annotates the la-
beled monosynaptic afferent and efferent connec-
tions of primary motor cortex (MOp) revealed in
tracer-injected MBA project brains. This study aims
for a comparison with the BAMS database (that Dr.
Bota helps curate) and will help validate project data
against literature results and highlight new findings.

Most recently, in collaboration with Professor
Guenter Giese at the Max-Planck Institute (Heidel-
berg), we have started to explore the utility of a novel
tissue clearing technology he has recently pioneered.
Professor Giese’s clearing method, unlike many of his
competitors’, manages to preserve the fluorescent label
with high signal-to-noise ratio and thus presents a fea-
sible and faster alternative to our current technology
of mapping whole-brain connectivity. Pilot studies
using motor cortical injections produced some good
three-dimensional data sets (Fig. 1), and we are look-
ing into ways to incorporate this methodology into
our pipeline.

With the use of retrograde tracing methods and
the high spatial resolution attained in our data, we
expect that the MBA project will complement and

significantly refine our knowledge of brain connec-
tivity currently available in the literature or from
other projects (in particular, the Allen Institutes’
parallel project, which is focused on cell-type-spe-
cific projection mapping but only uses anterograde
neuronal tracers).

Outreach. We continue to work to highlight the
MBA project to the scientific public. I have participat-
ed in the U.S. BRAIN initiative related discussions,
through online articles and other media listed below:

Scientific American
heep://www.scientificamerican.com/article/whats-
wrong-with-the-brain-activity-map-proposal/; hetp://
www.scientificamerican.com/article/neuroscientists-
weigh-in-obamas-brain-initiative/

The Washington Post
http://www.washingtonpost.com/blogs/wonkblog/
wp/2013/04/03/0obama-braaaaaains-partha-mitra-
whoa-there-buddy/

Live Radio
heep:/fwww.kqed.org/a/forum/R201304030900

Published Opinion Papers
Devor et al. (2013); Mitra et al. (2013)

Organizational activity with the National Science
Foundation for BRAINI workshops
htep://physicsoflivingsystems.org/brainstructureand
function/

Control Systems Theory Applied
to Complex Brain Circuits
P. Mitra

I have continued to pursue theoretical work. I am cur-
rently engaged with collaborators Dr. Bassam Bamieh
(University of California, Santa Barbara) and Dr.
Anirvan Sengupta (Rutgers University) in an inves-
tigation that aims to apply novel insights from the
theory of distributed control in statistical physics and
engineering to biological systems of large numbers of
heavily interacting components. The study is motivat-
ed by recent discoveries of sharp transitions between
states with qualitatively different behaviors that can
emerge due to small changes in parameters, analogous
to the transitions, for example, between solid and
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Figure 1. Monosynaptic efferent connections of mouse primary motor cortex (MOp) revealed in a mouse brain
microinjected in the left MOp with the GFP-expressing anterograde virus tracer, AAV. The whole brain was scanned
via light-sheet microscopy (Giese lab), producing a z-stack of 3.1-um-thick optical horizontal slices; here two layers
of interest in the left hemisphere are shown in gray level rendition. GFP-labeled axons of AAV-infected MOp neurons
make MOp projection fields appear bright. (A) z-level ~1.8 mm below bregma; (B) z-level ~2.4 mm below bregma.
MOs, ipsilateral secondary motor area; SSp, SSs, ipsilateral primary and secondary somatosensory area; STRd, dorsal
striatum, descending projection passing through; cc, corpus callosum, projections to the contralateral motor cortex.

liquid states. Drawing on National Science Founda-
tion support through the prestigious Inspire Award,
we aim to apply these new ideas to help unravel the
complex dynamics of the interconnected brain net-
works. In particular, this novel approach could bring
new simplifying insights into the function (and limi-
tations) of the mouse brain from the underpinnings of
the connectivity patterns revealed in the MBA project
in our lab. For a related groundbreaking theoretical
study (Bamieh et al., IEEE Trans Automat Control
57: 2235 [2012]), my co-authors and I have received
the George S. Axelby Outstanding Paper Award of
the Control Systems Society (CSS) of the Institute of
Electrical and Electronics Engineers (IEEE). Further
information can be found on these theoretical efforts

in a recent CSHL press report (http://www.cshl.edu/
Article-Mitra/cshls-partha-mitra-receives-two-honors-
for-theoretical-work-with-implications-for-brain-
circuitry) and links therein.

A High-Resolution Nissl-Based
Mouse Brain Reference Atlas
V. Pinskiy, A. Tolpygo, A. Mukherjee, F. Mechler

A classical segmentation of reference atlas brains uses
information on cell size and density revealed by Nissl
stain. However, the quality and spatial resolution of
the Nissl material associated with the available best
reference atlases of the mouse brain is limited. To
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improve on this, we have begun a collaboration with
Professor Allan G. Johnson’s team at Duke Univer-
sity to develop a digital high-resolution Nissl-based
whole-brain atlas for the adult (p56) C57BL/6]
mouse. The Duke team took high-resolution MRI
scans (uniform 22-pm voxels) of the brains in the
skull shortly after perfusion. The fixated brain-in-
skull specimens were processed in the MBA pipeline
to acquire high-resolution (0.5 um/pxl, in-plane)
light-microscopic scans of contiguous 10-pm-thick
Nissl-stained coronal sections. For each brain, the
Nissl image stack was computationally registered to
its MR scan and segmented (Fig. 2). A high-quality
segmented Nissl brain obtained by averaging several
similarly processed mice will update the histological
component of the digital Waxholm reference space
for multimodal mouse brain images, providing the
higher spatial resolution suitable for MBA brains.

Alterations in Brain-Wide GABAergic
Neuroanatomy in Autism Mouse Models
V. Pinskiy, A. Tolpygo, A. Mukherjee, F. Mechler

In an ongoing collaboration with Josh Huang, funded
by the Simons Foundation Autism Research Initiative
(SFARI), we address the developmental neuroanatomy
of dysfunctional inhibition implicated in autism spec-
trum disorders (ASDs). In a systematic brain-wide ap-
proach, we generate whole-brain maps of genetically
targeted key subpopulations of inhibitory neurons that
have distinct physiological function reflected in their
specialized cellular morphology. We quantify and com-
pare the distribution and long-range projection pat-
terns of these GABAergic neurons in an ASD mouse
model (the 16p(df/+) heterozygous copy number—
deficit mutant) and the “wild type” (C57BL/6). Last
year, we reported on baseline data obtained in the wild
type; since then, we have bred ASD mutants and start-
ed to process them. Figure 3 compares the brainwide
distribution of the somatostatin-expressing (SOM+)
GABAergic bitufted neurons in one ASD animal and
its lictermate (wild type) control. Data sets like these
are analyzed using software tools we have developed
for the MBA computational pipeline. Aligned whole-
brain image stacks are registered to a reference atlas,
and the normalized cell counts obtained with auto-
matic cell detection within annotated anatomical com-
partments are compared across genotypes.
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Figure 2. (A) The MRI scan of a mouse brain. (B) The Nissl
stack of the same brain. (C) The alignment of the two volumes
shown for a sagittal slice through a checkerboard aperture that
alternates visibility of the two image modalities to aid visual as-
sessment of their alignment. (D) Segmentation of the same Niss|
brain is obtained via alignment with the annotated reference
brain. (The latter was developed by Dr. Pavel Osten from brains
scanned by block-face tomography and registered to the Allen
Reference Atlas.) Inset is a cartoon of the deformation field of the
warping operation that achieves alignment.
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Figure 3. Comparison of the brainwide distribution of genetically targeted somatostatin+ (SOM) GABAergic bi-
tufted neurons in an animal of the ASD model genotype, 16p(df/+), (right) and its wild-type (C57BL/6) littermate (lef?).
In these animals, the SOM neurons selectively express nuclear green fluorescent protein by design. The SOM-Cre
and HG alleles are heterozygous in both animals. Coronal levels, indicated by arrows in the sagittal sections above,
are selected for representative SOM-density patterns: (A) ~ Bregma + 1.0 mm; (B) ~ bregma — 2.0 mm. Locally el-
evated densities seen in, for example, the lateral septal nucleus (LS), the reticular nucleus of the thalamus (RT), and
the amygdala (AMY). HG expression appears to be less concentrated and obtains lower levels overall in the ASD
animal than in the control, but this remains a hypothesis to be subjected to quantitative testing on more animals.
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IDENTIFICATION OF DISRUPTED BRAIN CIRCUITS IN MOUSE
MODELS OF AUTISM AND SCHIZOPHRENIA

P. Osten H.Ederle Y. Kim A. Narasimhan

G. Fitzgerald C.Mende

We are interested in studying how brain circuits as-
semble during development and give rise to behavior
in the juvenile and adult mouse, both under normal
conditions and in genetic mouse models of autism.

Mapping Mouse Brain Activation

For the past several years, we have been developing a
largely automated and highly quantitative approach
to mapping neuronal activation in the mouse brain
at cellular resolution. We have introduced a novel
microscopy, called serial two-photon (STP) tomog-
raphy, which achieves high-throughput fluorescence
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imaging of whole mouse brains by integrating two-
photon microscopy and tissue sectioning (Ragan
et al., Nar Methods 9: 255 [2012]; Osten and Margrie
2013). More recently, we have established a pipeline
of computational methods that allows the visualiza-
tion of the immediate-early gene ¢-fos, a molecular
marker of neuronal activation, by STP tomography
in transgenic c-fos-GFP mice. The c-fos-GFP-positive
neurons are computationally detected, their distri-
bution is warped to a reference brain registered to
the Allen Mouse Brain Atlas (ABA), and the acti-
vated brain regions are identified by rigorous statis-
tical tests comparing c-fos-GFP cell counts in more
than 600 anatomical ABA regions (Fig. 1). We have
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Figure 1. Mapping mouse brain activation by STP tomography. (A) Brain activation causes the induction of c-fos-GFP.
(B=C) The brain is imaged by STP tomography. (D) c-fos-GFP cells are computationally detected. (E) The data sets
are warped to a “reference” brain and Allen Mouse Brain Atlas. (F) The distribution of c-Fos-GFP cells is compared
by statistical analyses, and the results are tabulated in a spreadsheet of brain regions. (C) Activated brain regions are
plotted in circuits based on their known anatomical connectivity.



demonstrated the power of these methods by gener-
ating whole-brain activation maps for two complex
behaviors: a brief social interaction between a male
and a female mouse and an odor-driven novelty ex-
ploration (manuscript submitted for publication; see
Fig. 2). We anticipate that our methods will enable
routine quantitative generation of whole-brain activa-
tion maps representing different complex behaviors,
including other innate behaviors (e.g., sex, aggres-
sion, and fear) and higher cognitive behaviors (e.g.,
decision-making). We predict that such maps will
become a valuable resource for the systems neuro-
science community. Furthermore, the application of
our methods to the screening of brain activation in
genetic mouse models of autism may reveal brain cir-
cuit deficits common to multiple susceptibility genes,
which could serve as clinically relevant brain-circuit-
based targets (or biomarkers) for the development of
novel therapeutics.
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Toward Quantitative Cell-Type-Based
Mapping of the Mouse Brain

The mouse brain comprises ~70 million neurons
and ~30 million glia and other cells. In addition to
the method for mapping brain activation described
above, we have also developed an assay for quantita-
tive mapping of the many neuronal and glia cell types
present in the mouse brain (see example in Fig. 3).
This work aims to provide a complete picture of cell
type distribution in the mouse brain during develop-
ment, in the adult, and during aging. The study of
the developing brain will shed light on the temporal
sequence of cell-type- and region-specific circuit as-
semblies that give rise to emerging motor, sensory-
perceptual, and cognitive specializations in the young
brain. The experiments in the adult brain will focus
primarily on the questions of gender differences in
cell numbers that have been described for several

Figure 2. Mapping social behavior in the mouse brain. Brain areas activated selectively during social behavior are
visualized in color according to statistical significance (right side in panel A) overlay on the reference brain volume
(gray). The social brain circuit includes areas of the prefrontal cortex (A-B), regions of the ventral striatum and dopa-
minergic areas linked to reward processing (C,/), and areas linked to emotional processing, such as amygdala (E-H)
and bed nuclei of the stria terminalis (D).



158  Research

Figure 3. Whole-brain SOM+ interneuron distribution. Shown
is an example of cell type distribution, specifically of the soma-
tostatin-positive (SOM+) interneurons, in the adult mouse brain.
The view shows a registration to the Allen Mouse Brain Atlas
visualized in a single coronal plane.

brain areas but have not been examined at a whole-
brain level. And, finally, the studies in older animals
will aim to determine whether a loss of specific cell
types may contribute to the decline in certain brain
functions during aging.
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NEURAL CIRCUITRY FOR SOCIAL COMMUNICATION

S.Shea B.Cazakoff B.Llau
D. Eckmeier B. Schuman
G. Ewall K. Tranchina

The overarching research goal in our laboratory is to
understand how processing in specific brain circuits
works to support natural communication behaviors.
We aim to reveal neural mechanisms that allow or-
ganisms to detect and recognize familiar individuals,
to gather information about their identity and social
status, and to select appropriate behaviors. Mice are
capable of acquiring detailed profiles on one another
from the smells and sounds experienced during their
social encounters. These dossiers may include infor-
mation on a mouse’s sex, genetic identity, reproduc-
tive state, levels of distress or sexual interest, or even
recently consumed foods, details that are indispens-
able for survival and mating success. Initially, we are
working to understand the neuronal activities and
mechanisms in primary sensory brain areas that sup-
port these forms of communication. In the future, we
anticipate moving deeper into the brain to ascertain
where the sensory data from those regions are col-
lected and integrated into hormonal and electrical
signals that promote appropriate behavioral choices.
We are particularly interested in how all stages of this
decision arc are flexible according to experience and
behavioral state.

The scientific benefit of this approach is twofold.
First, we want to identify fundamental principles
for how the circuitry of the brain adaptively controls
complex behavior. In our pursuit of this goal, innate
social behaviors are advantageous because they allow
us to study neural circuits in light of problems they
are exquisitely adapted to solve. Second, it is also our
goal to pinpoint disturbances in the circuits that im-
pair appropriate use of social information. Difficulty
with social perception and cognition are core features
of the autism spectrum disorders (ASD); for example,
patients may have trouble perceiving and interpret-
ing communication gestures such as speech, facial
expressions, and “body language.” This broad fea-
ture is recapitulated in many mouse models of ASD
that carry genetic variants identified in human ASD
populations. Therefore, if we can ascertain the neural

circuit substrates of social behavior in normal mice,
we can make and test predictions for how the circuitry
is affected in the mouse models. The results are likely
to tell us more about the synaptic modifications that
occur in human autism.

There are two broad areas of research in the lab.
The primary arm of the lab’s efforts is focused on
neural circuits that facilitate detection, discrimina-
tion, and memories for olfactory cues. In particular,
we are interested in how these circuits help an animal
flexibly select appropriate behavioral decisions toward
potential mates, rivals, offspring, predators, and food
sources. Our approaches range from detailed in vivo
synaptic physiology in anesthetized animals, to func-
tional imaging and physiology in head-fixed mice, to
recording and manipulating neural activity in awake,
freely behaving animals. We ultimately hope to un-
cover the neural encoding of social cues during a live
encounter with another mouse. The secondary arm of
our research program is aimed at understanding the
plasticity of cortical circuits that enable vocal com-
munication between mice. Specifically, we have been
working on how this circuitry and the attendant be-
havior are altered in mice that have impaired function
of the gene MeCP2, which is mutated in humans with
Rett syndrome.

State-Dependent Neuronal Coding

in Granule Cells of the Olfactory Bulb
B. Cazakoff, B. Lau, K. Crump, H. Demmer

Arguably, the most critical and finely tuned instru-
ment providing a mouse with information about its
social world is its sense of smell. Detection and in-
terpretation of olfactory stimuli in the brain begin at
the olfactory bulb. Odor signals passing through the
olfactory bulb are subject to processing and modifica-
tion by the intrinsic neuronal circuitry of the bulb.
Among these intrinsic neurons, inhibitory granule
cells are certainly the most numerous, arguably the
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most important, and yet somehow the most mysteri-
ous. These cells are the primary conduit for the olfac-
tory bulb to integrate odor information with signals
originating deep in the brain. Furthermore, granule
cell anatomy along with a handful of functional stud-
ies suggests that they are crucial for olfactory dis-
crimination and learning. Nonetheless, their activity
patterns in vivo are poorly understood, and their elec-
trophysiological properties in awake animals are com-
pletely unknown. This is because granule cells do not
yield to conventional recording techniques. Former
lab postdoc Dr. Heike Demmer therefore developed
reliable methods for recording and labeling olfactory
bulb granule cells. In a tour de force series of experi-
ments, WSBS student Brittany Cazakoff, postdoctoral
fellow Dr. Billy Lau, and CSHL URP Kerensa Crump
applied these methods to mice that were awake with
their heads fixed, but running freely on a foam ball
and receiving water rewards from a lick tube. Their re-
cordings represent the first reported view of the activ-
ity of this important cell type during wakeful behav-
ior. The team’s results conclusively show that granule
cells become much more active during wakefulness
and surprisingly uncouple from the animal’s breathing
and sniffing pattern. This seems to suggest that upon
waking, granule cell activity becomes dominated by
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internal signals from the brain rather than the sen-
sory properties of odors. If so, we have functionally
identified a pathway central to the remarkably labile
processing of odor stimuli. Ms. Cazakoff’s thesis will
be focused on expanding this paradigm to include dis-
crimination of odors and associative learning to study
how the granule cells’ firing patterns reflect experience
with and behavioral significance of an odor.

Noradrenaline Stores Olfactory Memories
through Dynamic Regulation of Inhibition

H. Demmer, D. Eckmeier, B. Cazakoff [in collaboration
with A. Koulakov, Cold Spring Harbor Laboratory]

How do we remember individuals that we have pre-
viously encountered? Substantial evidence indicates
that many animals remember each other based on
olfactory cues. Memories are especially strong for in-
dividuals encountered during key life events such as
mating with a new partner or the birth of a litter of
young. These important events typically evoke mas-
sive release of the neurochemical noradrenaline (NA),
initiating a heightened state of emotion and arousal.
This surge appears to cause long-lasting modifications
of the responses to odorants in the olfactory bulb,
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Figure 1. (A) Recording from identified MOB granule cells in the awake and anesthetized mouse. Representative
recording from a GC in an anesthetized mouse showing a neuronal spiking trace and respiratory signal above. Scale
bar, 2.5 mV/1 sec. (Lower panel) Photomicrograph of the corresponding neurobiotin-filled cell exhibiting hallmark
GC features. Scale bar, 40 um. (GCL) Granule cell layer; (MCL) mitral cell layer; (EPL) external plexiform layer; (GL)
glomerular layer. (B) Representative traces showing the heterogeneity of odor responses in the awake state. In contrast
to anesthetized state GCs, cells in the awake animals variably responded with activation (awake trace 1), delayed
onset activation (awake trace 2), and inhibition (awake trace 4) in response to different odors. Scale bar anesthetized,
5 mV/1 sec. Scale bar awake, 2 mV/1 sec. (C) Distribution of spontaneous firing rates during anesthetized (black bars,
mean +s.0. = 1.90 + 1.9 spikes/sec) and awake states (gray bars, mean + s.0. = 7.41 £ 7.1 spikes/sec). Spontaneous ac-
tivity of GCs is significantly increased in awake animals (Mann—Whitney U test, p = 0.00012). (D) In select cases, indi-
vidual cells were recorded during both anesthesia and wakefulness. Spontaneous firing decreases when isoflurane is
administered (unshaded trace) and returns to preanesthesia level when anesthesia is turned off. Scale bar, T mV/1 sec.



which is the first processing station for scent in the
mammalian brain. Indeed, it was hypothesized that
the coincidence of an odor stimulus with a surge of
NA is minimally sufficient to store a memory. We have
been exploiting the intimate relationship among NA,
olfactory bulb activity, and behavior to trigger and
observe olfactory memories in mice. We discovered
that indeed, when NA release is evoked by stimulat-
ing locus coeruleus, the source of most NA, while the
sleeping mouse sniffed an odorant, neural responses
to that odor underwent specific long-term alterations.
Remarkably, once awake, the mouse’s subsequent be-
havior toward the odorant was also changed. In other
words, the mouse seemed to remember the odor and
treat it as though it were familiar. This finding has
motivated several of our studies into how NA causes
lasting changes to odor processing circuitry.

Memories are widely believed to be stored as
changes to the synaptic connections among the neu-
rons in our brains. How are olfactory memories for
individuals stored mechanistically among the specific
synaptic connections of the various neuronal types in
the olfactory bulb? In one set of experiments aimed at
answering this question, Dr. Heike Demmer used her
techniques for recording granule cells to observe their
activity during the induction of NA-dependent plas-
ticity. She found that naturalistic stimulation of NA
release such as occurs in social encounters suppresses
granule cells. Suppression of granule cells transiently
increases the excitability of mitral cells by relieving
them from inhibition. This transient release of mitral
cells from granule cell control is a key trigger for the
synaptic plasticity that likely underlies memory. In-
deed, this disinhibitory event triggers selective long-
term changes to mitral cells that signal the presence
of the learned odor. We have therefore pinpointed the
synaptic connections between granule cells and mitral
cells as an important synaptic substrate of individual
recognition memories.

Dr. Dennis Eckmeier has been taking a different
approach to observe population mechanisms of NA-
dependent memory formation with functional neural
imaging. He uses a technique in which the sensory
neurons that provide input to the olfactory bulb are la-
beled with a fluorescent activity sensor that allows him
to monitor the strength of activation in foci called
“glomeruli.” By comparing the response strength
of each of these glomeruli before and after NA re-
lease, Dr. Eckmeier has shown that NA weakens the
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response to paired odors. This effect is only observed
in cases where NA is released during the odor by stim-
ulation of a brainstem structure called locus coeruleus
(LC). These data establish the synaptic input to the
MOB as a target of noradrenergic modulation, thus
revealing that the effects of learning and plasticity in
the olfactory system extend to remarkably early sen-
sory signaling events.

Vocal Communication Is Impaired
in a Mouse Model of Rett Syndrome

B. Lau, G. Ewall [in collaboration with J. Huang and
K. Krishnan, Cold Spring Harbor Laboratory]

Far outside the range of our hearing, in the ultrasound
range, mice are constantly holding conversations with
one another in a language that is poorly understood
at best. Many types of vocalizations are emitted by
males and females, juveniles and adults, in a variety
of behavioral contexts. We would like to better un-
derstand the perceptual significance of these calls to
the mice and how they are used to guide behavioral
choices. One form of vocalization that is reasonably
well understood is the ultrasonic distress vocalization
(USV). Young mice prior to vision and full mobil-
ity will occasionally become separated from the nest.
This is stressful for them and they will therefore call
out to their mother with a very high frequency peep.
New mothers develop sensitivity to these cries and re-
spond by moving toward their source (phonotaxis) to
retrieve the pup. Moreover, females who have never
given birth do not innately show approach responses
to pups or their calls; however, they can learn to per-
form the behavior with experience.

Dr. Billy Lau is collaborating with CSHL profes-
sor Dr. Josh Huang and his postdoctoral fellow Dr.
Keerthi Krishnan to examine how vocal percep-
tion of pup calls is affected in mice that are miss-
ing one copy of a gene called MeCP2. Impairments
in the function of this gene are understood to cause
the autism spectrum disorder Rett syndrome, and the
Huang lab’s findings regarding mutations in MeCP2
suggest that they may affect inhibitory networks in
the auditory cortex important for development of pup
call sensitivity. Indeed, we find that females which
possess only a single copy of MeCP2 are not able to
develop proficiency at gathering pups. This is an im-
portant finding because we describe the first robust
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behavioral phenotype to be observed in mice that
most closely genetically resembles humans with Rett
syndrome. It is also significant that this phenotype
is a social communication deficit. Ongoing studies
are exploring the molecular and neurophysiological
effects of MeCP2 mutations on circuits in the audi-
tory cortex that facilitate detection of pup calls. Fur-
thermore, we are using this novel behavioral assay to
assess strategies for ameliorating the effects of Rett
syndrome.

Neural Activity during Social Encounters
D. Eckmeier

We have begun experiments that are ultimately aimed
at recording individual neurons during social encoun-
ters and other behavioral assays involving the percep-
tion of social and nonsocial information. There are
two broad related goals to this approach. The first
goal is to examine the encoding of social informa-
tion such as body odors and vocalizations in primary
sensory structures of awake animals. We hypothesize
that activity in response to these signals may be labile
to associative learning, attention, and arousal, which

we may be able to manipulate in the context of social
encounters. The second goal is to record from neurons
in deep brain neuromodulatory centers during these
encounters as well. Neurons that release noradrena-
line and dopamine are likely responsive to social
signals and may modulate encoding of sensory data
and associative plasticity. Understanding the context-
dependent activity patterns of these neurotransmitters
is therefore critical to developing models for how they
affect behavior.
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NEURAL CODING AND MEMORY FORMATION IN THE

DROSOPHILA OLFACTORY SYSTEM

G. Turner R. Campbell

E. Gruntman

T. Hige
K. Honegger

The brain has a tremendous capacity to form differ-
ent memories. These memories are, under normal
circumstances, highly accurate for particular stimuli
and situations. This is precisely the facility that is lost
in diseases such as Alzheimer’s and other dementias.
Our overall goal is to understand how the brain forms
such precise memories: How does the specificity arise?
How does the brain derive such tremendous capacity
for forming different memories?

We address these questions by studying olfactory
memory formation in Drosophila. Just like Pavlov’s
dogs, Drosophila learn to form associations between
smells and reward or punishment. A specific area of
the fly brain, known as the mushroom body (MB),
is essential for the flies to form olfactory memories.
We are investigating how the neural activity patterns
in this brain area are used to form specific olfactory
memories. To achieve this, we monitor activity using
both electrophysiological and functional imaging
techniques. We have found that MB neurons exhibit
highly odor-specific responses and that activity pat-
terns are relatively sparse across the population of MB
neurons. This specificity is thought to underlie the ac-
curacy of memory: modifying the synapses of highly
odor-specific neurons would lead to relatively precise
memories. Sparse representations by highly stimulus-
specific neurons are a general feature of brain areas
involved in learning and memory, including hippo-
campus and cerebellum in humans.

Using the simplicity and genetic manipulability of
Drosophila, our goal is to understand several funda-
mental properties of neural responses in learning and
memory-related brain areas: What mechanisms give
rise to the stimulus-specificity? What exactly is mean-
ingful about the activity patterns? Is it simply which
cells respond, or does the precise timing of activity
matter? How are these response patterns modified by
learning? Ultimately, what are the roles of the many
genes implicated in learning on network-level activity
in the brain?

A Population Code for Odor Identity
in the Drosophila Mushroom Body
R. Campbell K. Honegger, E. Demir, H. Qin, W. Li

Do the neuronal response patterns in the MB convey the
specificity of memory formation? If so, what features of
neural activity underlie that specificity? To address these
fundamental questions, we tested whether we could use
the activity patterns we measure in the MB to predict
the odor specificity of flies’ memories. We examined this
in the following contexts: (1) when flies learn fine dis-
criminations between highly similar odors and (2) when
they learn an association with one odor, and then gen-
eralize that association to a different, but related odor.

To assess the odor specificity of the memories, we
used the standard Pavlovian conditioning protocol,
training flies to form an association with one odor and
testing the specificity of those memories by giving flies
a choice between that odor and a second odor. We
compared this behavioral measure with the specificity
of the response pattern of 150 MB neurons to these
odors. We found that we could use the MB activity
patterns to accurately predict the specificity of mem-
ory formation subsequently measured in behavioral
experiments.

To evaluate the features of neural activity that un-
derlie accurate memory formation, we developed tech-
niques to track activity of ~80% of the 2000 neurons
in the MB. The unprecedented scope of these experi-
ments enabled us to find the small differences between
different odor representations. We found that, even
when flies are forced to choose between two odors
that are near the limit of their discrimination ability,
there are neurons that respond to only one odor of the
pair, so that binary differences are present between the
two odor representations. These differences are suf-
ficient to train a biologically realistic model network
to respond specifically to different odors. We have also
used the activity patterns we measured in the MB to
predict generalization of odor memories.
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There are two important conclusions from chis
study: (1) Analog differences between odor represen-
tations in the olfactory receptor neurons are convert-
ed to binary differences in the MB, and (2) a simple
learning scheme of changing synaptic strength of all
neurons that respond to an odor is sufficient to ac-
curately determine odor identity. These results show
how a simple coding scheme can enable accurate but
generalizable memory formation.

Dendritic Claws of Mushroom Body
Neurons Integrate the Olfactory Code

E. Gruntman

How is it possible to recognize an odor as a unified smell
(e.g., coffee) when it has a large number of different
components, which in turn have many different chemi-
cal features? One idea is that olfactory receptor neurons
(ORNY) in the nose (fly’s antennae) each recognize a
particular feature of an odor, and the overall combina-
tion of activated ORN’s conveys the identity of the odor.
But are there neurons at deeper layers of the brain that
read this combinatorial code and respond to specific
combinations of co-active inputs? In this work, we show
that the integration of these different inputs in the fly
occurs on the dendritic trees of individual MB neurons.

We addressed this issue by examining odor re-
sponses of individual dendritic input sites, making
this one of a handful of studies to examine sensory
responses of dendrites in vivo. To achieve this, we ex-
pressed a calcium-sensitive fluorescent protein in sin-
gle MB neurons and then used two-photon imaging
to construct an odor tuning curve for each dendritic
input site. By comparing tuning curves for different
dendritic sites, we directly showed that some MB neu-
rons integrate combinations of different inputs.

To evaluate how these inputs are integrated, we used
optogenetic techniques to control the activity of the
input neurons. Our results provide an elegant expla-
nation for why MB neurons are so odor-selective. Not
only do they receive different types of inputs, but they
require those different inputs to be co-active in order
for the MB neuron to spike. Examining the time course
of synaptic summation showed a rapid initial depolar-
ization, which quickly plateaued at a level well below
spike threshold. Summation of inputs from different
dendritic sites is also strongly sublinear. Nevertheless, if
sufficient numbers of different input sites are activated,

membrane potential can reach spike threshold. Con-
trary to prevailing models for generating stimulus-spe-
cific responses, which rely mainly on supralinear sum-
mation of coincident inputs, our results show a surpris-
ing variant: a demand for strong multiple concurrent
inputs due to sublinear summation.

Dopamine Controls the Signal-to-Noise
Ratio of Transmission through

the Mushroom Body

T. Hige, K. Honegger

Neuromodulators such as dopamine and octopamine
are essential for learning, but how they act and what
their precise role is during the learning process has not
been established. We examined the effects of these
neuromodulators on activity in the MB. Surprisingly,
we found that dopamine affects the signal-to-noise
ratio of odor representations in the MB. Preliminary
results suggest that dopamine increases the reliability
of MB responses. Reliability is difficult to achieve in
sparse representations, because neurons typically re-
spond with small numbers of spikes. Thus, it seems
particularly useful for the circuit to use neuromod-
ulators to increase signal to noise depending on the
behavioral context the animal is in; essentially, dopa-
mine could control the salience of a stimulus.

In addition, we have shown that dopamine dimin-
ishes odor responses in the neurons thatare downstream
from the MB. Together, these results suggest a model
where the dopamine acts to make the circuit a selective
filter, increasing the signal-to-noise ratio of responses in
the MB while decreasing signal transmission through
the MB. These results may be an excellent entry point
for studying the fundamental cognitive process of at-
tention, which is essentially a process of filtering out
distracting information to focus on pertinent inputs.
We are now testing this possibility and investigating the
precise mechanisms of the dopamine effects.

Mushroom Body Output Neurons and
Odor Categorization
T. Hige

Almost no studies have examined what happens to sen-
sory information downstream from areas with sparse rep-
resentations. So what happens to odor information after



it leaves the MB? In collaboration with Gerry Rubin’s lab
at Janelia Farm, we have functionally characterized odor
coding in the complete set of 34 MB output neurons
(MBONs). The following are our main findings:

1. Synaptic plasticity diversifies MBON tuning
properties. We found that uniquely identifiable
MBON:Ss have strikingly different odor response
properties across different flies. To test whether
these individual differences are experience-
dependent, we examined odor tuning of the same
neuron across the two hemispheres of the brain.
Identical MBONSs in the two hemispheres have
identical odor tuning properties; however, the
tuning of this neuron is very different across dif-
ferent individual flies. This result suggested that
MBON tuning in each fly is partly a product of
that individual’s developmental and experiential
history. We tested this by showing that a cen-
tral gene in learning and memory, rutabaga, is
required for these individual differences to arise.
This experiment is one of the first to show that
the odor tuning properties of MBONs are shaped
by synaptic plasticity.

2. MBONs represent categories/groups of odors. We

examined odor responses across the entire popu-
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lation of MBONSs and found that MBONs do a
poor job of representing odor identity, especially
in comparison to the upstream neurons that con-
stitute the MB itself. This is because certain odors
evoke extremely similar patterns of response across
the MBON population. In fact, only three main
groups of odors were identified based on the pat-
tern of activity in the MBON:Ss. Interestingly, one
group was composed of odors that are repellent
to flies, whereas another group contained food-
based odors. This is an exciting result because
few investigators have considered how different
sensory inputs can be categorized into behavior-
ally meaningful classes. These results suggest that
olfactory information is shaped into behaviorally
relevant neuronal signals at this layer, an impor-
tant step in the process of connecting sensory
input to motor output.
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CIRCUITRY OF UNDERLYING CORTICAL PROCESSING

AND DECISION-MAKING

A.Zador B.Burbach S.-G. Koh A. Reid
W. Donovan  U. Livheh Q. Xiong
D. Gizatullina F. Marbach H.Zhan
S. Jaramillo H. Oyibo P. Znamenskiy
J. Kebschull l. Peikon

My laboratory is interested in how neural circuits un-
derlie cognition, with a focus on the cortical circuits
underlying auditory processing and decision-making.
To address these questions, we use a combination of
molecular, electrophysiological, imaging, and behav-
ioral approaches.

Characterizing Transposable Element
Activity in TDP-43-Pathology
Neurodegenerative Disorders

W. Donovan [in collaboration with J. Dubnau,
Cold Spring Harbor Laboratory]

Mutations of the TAR DNA-binding protein 43
(TDP-43) have been linked to both amyotropic
lateral sclerosis (ALS) and frontotemporal lobar
degeneration (FTLD), debilitating neurodegenera-
tive diseases for which there are no cures, effective
treatments, or even diagnostic biomarkers. The
mechanism by which TDP-43 proteinopathy causes
neurotoxicity is not known. The main goal of this
project is to test the hypothesis that retrotransposons
are induced by TDP-43 pathology. To accomplish
this, we are using the CRISPR (clustered regularly
interspaced short palindromic repeats) genome edit-
ing system to generate a new mouse model in which
the endogenous mouse gene contains disease-causing
amino acid substitutions. We will validate the rel-
evance of our hypothesis by examining TE expres-
sion in human postmortem tissue. Finally, we will
use cell-culture-based assays to test whether TDP-
43 has an impact on retrotransposon replication and
whether this involves non-cell-autonomous effects
that might explain the focality and spread of neuro-
degenerative disorders.
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Circuits Underlying Auditory
Representations and Decisions
S. Jaramillo, U. Livneh, F. Marbach

We are studying the circuits underlying auditory rep-
resentations and how these representations give rise to
decisions. We train rats and mice to perform well-con-
trolled auditory tasks and then use electrical and opto-
genetic methods to monitor and perturb neural activity.
We use this approach to study the role of the auditory
thalamus, cortex, and striatum in these behavioral pro-
cesses. Using tasks in which the stimulus—action associ-
ations vary within a behavioral session, we have uncov-
ered striking similarities in how thalamic and cortical
neurons are modulated by the animals’ choices.

Sequencing the Connectome
1. Peikon, D. Gizatullina, J. Kebschull, H. Oyibo

We are developing an entirely novel approach to map-
ping neural connectivity which harnesses the high-
throughput power of next-generation sequencing. We
have engineered a suite of molecular tools to barcode
individual neuronal connections (BOINC) for read-out
via DNA sequencing. By mapping neural connectivity
onto DNA sequencing, we have rendered neural circuit
reconstruction tractable with current techniques.

Interhemispheric Connections in the
Auditory Cortex
S. Koh

The callosal projection is a long-range connection be-
tween the left and right auditory cortex, and it is one



of the major corticocortical projections in the auditory
cortex. However, its role in auditory coding is unclear.
We are studying how manipulating callosal projec-
tion affects auditory representations in the cortex. We
found that silencing the auditory cortex in one hemi-
sphere suppresses sound-evoked activity in the other
hemisphere. The suppression effect was stronger for
late response with latency longer than 40 msec and
also for the response to sound coming from ipsilateral
locations. Our results suggest that the callosal projec-
tion is well suited for slow interhemispheric integra-
tion of location-relevant information.

Role of Inhibitory Interneurons
in Auditory Cortex Function
A. Reid

Fast synaptic inputs to neurons in the auditory cor-
tex are either inhibitory or excitatory. Cortical in-
terneurons are tremendously diverse. One inhibitory
interneuron subclass, defined molecularly by the ex-
pression of parvalbumin (“PV+”), seems to be ide-
ally positioned to mediate the fast component of the
characteristic barrage of inhibition elicited by a sound.
We are testing the hypothesis that PV+ inhibitory in-
terneurons mediate fast sound-evoked inhibitory syn-
aptic currents in the auditory cortex. Our proposal
seeks to establish a causal link between a physiological
property—the fast sound-evoked inhibition that con-
tributes to receptive field dynamics—and a compo-
nent of the underlying cortical circuitry. We approach
the problem at three different levels, from brain slices
through in vivo physiology to behavior. Although we
are currently focusing on the role of one particular
interneuron subclass (PV+), our approach combining
electrophysiological and molecular tools can readily
be generalized to other subclasses and can be extended
to probe the circuitry underlying other sensory- and
behaviorally elicited neuronal responses.

Role of Corticostriatal Plasticity
in Auditory Decisions
Q. Xiong, P. Znamenskiy

Corticostriatal plasticity has a key role in reinforce-
ment learning, but how associations between stimuli
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and motor responses are established remains unclear.
Recent work from our group demonstrated a causal
role of corticostriatal neurons in driving choices dur-
ing an auditory discrimination task, inspired by the
classic random dot motion task used by Newsome
and colleagues in macaques, in which subjects were
required to choose the left or the right response port
depending on the perceived frequency of a sound. We
are testing the hypothesis that changes in the strength
of corticostriatal synapses undetlie the association be-
tween sound and action required to perform this task.
Our results indicate that changes in the strength of a
specific subset of corticostriatal synapses encode the
arbitrary association between stimulus and motor re-
sponse. Because all sensory cortical areas send projec-
tions to the striatum, our findings suggest a general
mechanism for the formation of arbitrary sensorimo-
tor transformations.

Labeling Specific Neuronal Subtypes by
Ribozyme Mediated Trans-Splicing
H. Zhan, I. Peikon

We are developing a novel strategy to label specific
neuronal subtypes by using ribozyme-mediated
trans-splicing to couple recombinase (e.g., Cre)
mRNAs into endogenous target genes (e.g., soma-
tostatin or parvalbumin), mRNA and the expres-
sion of recombinase in specific neuronal cells being
switched into the expression of an exogenous trans-
gene such as green fluorescent protein (GFP) or red
fluorescent protein (RFP). Our approach, if suc-
cessful, has the potential to allow monitoring and
manipulation of specific cell types even in model
systems, such as rats and primates, that are not as
genetically tractable as mice.
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NEURAL BASIS OF LEARNING AND MEMORY IN DROSOPHILA

Y. Zhong . Beshel

S. Khurana

Y. Shuai
C. Xu

Food Odor Value Coding in the Fly Brain
via Neuropeptide Y Homolog
J. Beshel

Chemosensation is a critical regulator of food-seek-
ing behaviors across animal species. Food odor alone
can trigger the appropriate approach for investiga-
tive behaviors essential for survival. Yet very little is
known about how the brain determines odor value,
let alone of potential food sources specifically. Our
analysis of the Drosophila brain extends the role of a
small number of hunger-sensing neurons to include
food-odor value representation. In vivo two-photon
calcium imaging shows that the amplitude of food
odor-evoked activity in neurons expressing Drosophila
neuropeptide F (dNPF), the neuropeptide Y homo-
log, strongly correlates with food-odor attractiveness.
Hunger elevates neural and behavioral responses to
food odors only, although heightened responses also
exist for some food odors when fed. Inactivation of a
subset of ANPF-expressing neurons or silencing dNPF
receptors abolishes food-odor attractiveness, whereas
genetically enhanced dNPF activity not only increases
food-odor attractiveness, but also promotes attraction
to aversive odors. Varying the amount of presented
odor produces matching graded neural and behavioral
curves that can function to predict preference between
odors. We thus demonstrate a possible motivationally
scaled neural “value signal” accessible from uniquely

identifiable cells.

The Mushroom Body Circuit Underlying
Fruit Fly Forgetfulness
Y. Shuai, A. Hirokawa

Like memorization, forgetting is also a delicately orga-
nized process at both the molecular and neural circuit
levels. We have been studying forgetting mechanisms
using a relatively simple model organism, the fruit fly.
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Although flies readily learn to avoid odorants paired
with a mild foot shock punishment, the learned aver-
sion declines substantially in a few hours. We previ-
ously showed that this rapid early memory forgetting
is tuned by a cytoskeleton-regulating molecular cas-
cade headed by small G protein Rac. Rac function was
mapped to the mushroom body (MB) y lobe neurons.
This subset of MB intrinsic neurons comprises ~700
cells in each hemisphere and sends parallel axons to
the MB medial lobes, where they are intersected by a
few dozen of the so-called extrinsic (MBex) neurons
from heterogenecous sources. How these MBex neu-
rons are involved in forgetting is not clear. We thus
screened ~40 MBex Gal4 drivers, which together shall
cover most types of the MBex neurons connected to
the medial lobes. A few of them, when coupled with
neuron-silencing genetic tools, showed memory en-
hancement, indicating that they are part of the MB
forgetting circuit. In particular, three of these Gal4s
label a common single pair of neurons, which we
named the MB-M9 neurons. MB-M9 appear to be
feedback neurons that receive input from one specific
axonal compartment of the Yy lobe, y4, and project
back to other axonal compartments of the y lobe and
to areas outside the MB as well. We are in the process
of detailing the anatomy of MB-M9 and evaluating
their interactions with other MB neurons. We hope
that these efforts will shed light on the organization of
the MB circuit underlying fruit fly forgetting.

NF1 and Memory in Drosophila
C. Xu

Neurofibromatosis type 1 (NF1) is a genetic disorder
affecting one in 3500 people in the population. Af-
fected individuals manifest overgrowth of various
types of tissue and some patients show cognitive de-
fects. The mutated gene responsible for NF1 disorder
is called neurofibromin and it is conserved among



species. When the neurofibromin gene is deleted, the
Drosophila animal model has both learning and long-
term memory defects in olfactory aversive condition-
ing. In contrast to the aversive conditioning, the ap-
petitive conditioning is more effective in forming long-
term memory by single training trails, whereas aversive
conditioning needs multiple training trails. Here, we
showed that neurofibromin is also required for nor-
mal appetitive memory performance. We are currently
mapping the circuits in which neurofibromin is in-
volved to maintain normal appetitive memory.

Decision-Making in Drosophila Larvae
S. Khurana

In the previous year, we initiated the development of
an image acquisition, tracking, and analysis system to
measure the behavioral responses of animals. We have
specifically focused on the larvae of Drosophila mela-
nogaster because of the genetic toolkit of the fruit fly.
The two-dimensional locomotion of larvae, compared
with the three-dimensional movement of an adult fly,
makes the tracking relatively straightforward. Addi-
tionally, larvae have a much smaller number of neu-
rons than the adult fly, making the problem of neu-
ral mapping of behavior potentially more tractable.
This year, we completed the development of the first
iteration of the tool and are working to make it an
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online-accessible package that can be easily modified
for many other tracking and analysis purposes. The
advances of our analysis compared to other contem-
porary such methods was our ability to look at the
sequence of patterns in behavior, instead of simply
looking at the isolated features. Additionally, we can
track multiple animals at the same time, increasing
the efficiency of measures. Using this method, we
have looked at the conditioned behavior of larvae to
ask if there is a difference in behavioral sequences be-
tween innate and acquired responses to odors. Our
results show a severalfold increase in the frequency
and duration in the slow phases (when animals slow
down and frequently change the direction of their lo-
comotion) when animals make a choice to approach
or avoid the conditioned odor over such decisions in
innate response. Whether this is entirely capturing the
sequence of the decision-making behavioral pheno-
type in larvae or whether our measurements contain
some noise arising from stimulus concentration issues
currently remains to be settled. The long-term goals
of this line of work are to create a more efficient drug
and more mutant screens and to improve behavioral
measurements in general.
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David Jackson and colleagues study genes and signals that regulate plant growth and architec-
ture. They are investigating a unique way in which plant cells communicate, by transporting
regulatory proteins via small channels called plasmodesmata. These channels, which direct the
flow of nutrients and signals through growing tissues, are regulated during development. The
team discovered a gene encoding a chaperonin, CC78, that controls the transport of a transcrip-
tion factor SHOOTMERISTEMLESS (STM) between cells in the plant stem cell niche, or
meristem. STM is critical for stem cell maintenance, and studies of the CC78 gene indicate that
movement of STM between cells is required for this function. The lab also continues to identify
other genes that control plant architecture through effects on stem cell maintenance and identity,
and their work has implications for crop yields. Recent examples include discovery of a subunit
of a heterotrimeric G protein that is conserved throughout animals and plants, and their studies
indicate that this gene controls stem cell proliferation. They have found that in plants, the G
protein interacts with a completely different class of receptors than in animals. Their discovery
helps to explain how signaling from diverse receptors is achieved in plants. This year, they also
demonstrated that weak mutations in one of the receptor proteins can enhance seed produc-
tion in maize, which could lead to yield increases. Separately, the lab has characterized system-
wide networks of gene expression, using “next-gen” profiling and chromatin immunoprecipita-
tion methods that have revealed many new hypotheses in developmental networks controlling
inflorescence development. They are also developing a collection of maize lines that can drive
expression of any reporter or experimental gene in any tissue type—tools of great interest to
maize researchers that are being made available to the broader scientific community, enabling
experiments never before possible in crop plants.

Zachary Lippman’s research focuses on the process of flowering and flower production, which is
a major contributor to plant reproductive success and agricultural yield. By identifying genes that
control how tomato plants produce their flowers in their characteristic repeated zigzag arrange-
ment (e.g., tomatoes on a vine), Lippman’s lab is addressing when and how flowering branches
known as inflorescences develop on plants, particularly fruic-bearing plants. Of particular interest
is how these “reproductive phase transitions” have contributed to the evolution of diverse inflores-
cence branching patterns in tomato’s larger Solanaceae family, which includes plants that make
just one flower, such as pepper and petunia, in each inflorescence, to plants whose inflorescences
produce dozens of branches and hundreds of flowers, such as many wild species of tomato. Using
a combination of genetic, genomic, and molecular approaches, Lippman is dissecting the gene
networks that are responsible for the variation in inflorescence branching found in nature. He
hopes to leverage these discoveries to improve crop yields. Already, his work on genes that are re-
sponsible for the production and activity of a universal flowering hormone known as florigen has
resulted in novel approaches to fine-tune plant architecture and flower production, boosting yield
beyond leading commercial varieties. To continue hunting for new genes, Lippman has adopted
a systems-biology approach and next-generation sequencing technology to capture those genes
that are active as stem cells mature from a vegetative to a reproductive state. Nearly 4000 genes
were found to reflect the existence of a “maturation clock,” and one of the clock genes known as
Terminating Flower acts as a key regulator to maintain a progressive pace to flowering—which in
turn, dictates how many flowers are produced on each tomato inflorescence. Finally, the Lippman
lab determined the genome sequence of the “currant tomato,” the wild ancestor of larger-fruited
cultivated tomatoes, in order to better understand how flower and fruit production changed dur-
ing the process of crop domestication.



Plant Biology

Epigenetic mechanisms of gene regulation—chemical and conformational changes to DNA and
the chromatin that bundles it—have had an important impact on genome organization and in-
heritance and on cell fate. These mechanisms are conserved in eukaryotes and provide an addi-
tional layer of information superimposed on the genetic code. Robert Martienssen, a pioneer in
the study of epigenetics, investigates mechanisms involved in gene regulation and stem cell fate in
yeast and model plants including Arabidopsis and maize. He and his colleagues have shed light
on a phenomenon called position-effect variegation, caused by inactivation of a gene positioned
near densely packed chromosomal material called heterochromatin. They have discovered that
small RNA molecules arising from repeating genetic sequences program that heterochromatin.
Martienssen and colleagues have described a remarkable process by which “companion cells” to
sperm in plant pollen grains provide them with instructions that protect sperm DNA from trans-
poson damage. They found that some of these instructions, or epigenetic marks, could be inher-
ited in the next generation. With collaborators in Mexico, Martienssen has also coaxed Arabidop-
sis, a flowering plant, to produce egg cells without meiosis, an important step toward a long-time
goal of plant breeding: generating clonal offspring to perpetuate hybrid vigor. The lab has also
shown that when RNA polymerase II has transcribed a stretch of DNA, the RNA interference
mechanism causes the enzyme to release its hold on the DNA and fall away. This allows the repli-
cation fork to progress smoothly and the DNA strands to be copied; histone-modifying proteins,
which follow right along, establish heterochromatin. Martienssen’s group also continues to work
on problems related to the creation of plant-based biofuels. This year, as part of a collaborative
project to generate a high-quality full genome map of the oil palm plant, Martienssen and his col-
leagues identified a single gene that controls the yield of oil palm trees. This discovery will increase
yields and should lessen the environmental burden of oil palm production, which often threatens
already endangered rainforest lands.

The growing tips of plants, called meristems, contain a population of stem cells that serve as a
persistent source of daughter cells from which new organs, such as leaves, arise. Marja Timmer-
mans and colleagues are studying the genetic networks that regulate plant stem cell activity. Using
genomic approaches, they have defined gene expression signatures that distinguish indeterminate
stem cells from their differentiating derivatives. They have also worked out the mechanism that
suppresses stem cell fate to allow cells to differentiate and have shown that this process requires
a highly conserved epigenetic gene silencing mechanism. In particular, Timmermans® group has
shown that specific DNA-binding proteins mediate the recruitment of Polycomb repressive com-
plexes to stem cell factors, an action that stably represses their expression in differentiating organs.
This work addresses a major unresolved question in the field of epigenetics: how Polycomb pro-
teins, which do not bind DNA themselves, recognize defined targets. Plant stem cells also produce
signals important for the patterning of lateral organs. The lab has discovered that small RNAs can
traffic from cell to cell and are among the stem-cell-derived signals. They have found that polarity
in leaves is established via opposing gradients of mobile small RNAs that act as morphogen-like
signals. Their most recent findings identified a third small RNA gradient involved in maintenance
of organ polarity. These findings illustrate the complexity with which small RNAs generate devel-
opmental patterns. Currently, they are investigating parameters of small RNA mobility and the
unique patterning properties of resulting small RNA gradients. Mathematical modeling predicts
that such gradients might serve to generate robustness during development.
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DEVELOPMENTAL BIOLOGY: STEM CELLS, SIGNALING,
AND CONTROL OF PLANT ARCHITECTURE

D. Jackson R.Balkunde 1. Liao K. Vera
A. Eveland A. Masson S. Vi
S. Hiraga A. McGarry R. Willen
B. 1l Je M. Pautler Y.G. Wolfenson
T. La Rue E.Shea Q. Wu
S. Lee H.Thanh Bui T. Zadrozny

Our research aims to identify genes, signals, and path-
ways that regulate plant growth and development. All
organisms develop by carefully controlling the low of
information that passes between cells and tissues. We
are particularly interested in discovering the signals
that carry this information, in finding out how the
signals are transmitted, and how they function. In one
project, we are investigating a unique way in which
plant cells communicate, by transporting regulatory
proteins via small channels called plasmodesmata.
These channels, which direct the flow of nutrients and
signals through growing tissues, are regulated during
development. We are using genetic screens to iden-
tify novel factors that control the transport of a tran-
scription factor, SHOOTMERISTEMLESS (STM),
between cells in the plant stem cell niche, or meri-
stem. STM is critical for stem cell maintenance, and
our studies indicate that movement of STM between
cells is required for this function. We also continue
to identify other genes that control plant architecture
through effects on stem cell maintenance and identity.

Recent examples include discovery of a subunit of a
heterotrimeric G protein that is conserved throughout
animals and plants, and our studies indicate that this
gene controls stem cell proliferation. In animal sys-
tems, the G protein interacts with a class of receptors
that are called GPCRs (G-protein-coupled receptors),
but we have found that in plants, the same protein
interacts with a completely different class of receptors.
Our discovery helps explain how signaling from di-
verse receptors is achieved in plants. This past year,
we also demonstrated that weak mutations in one of
the receptor proteins can enhance seed production in
maize, which could lead to yield increases. We have
also identified new genes that control maize ear de-
velopment and are busy figuring out their mode of ac-
tion. Separately, our lab has characterized system-wide
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networks of gene expression in inflorescence develop-
ment, using “next-gen” profiling methods, and we
are developing a collection of maize lines that can
drive expression of any reporter or experimental gene
in any tissue type. These tools are of great interest to
maize researchers and are being made available to the
broader scientific community, enabling experiments
never before possible in crop plants.

Regulation of Cell-To-Cell Trafficking
of the KNOTTED1 Transcription Factor
R. Balkunde, H. Bui

Cell-to-cell communication functions in specifying
cell fate and coordinating development in all multi-
cellular organisms. However, unlike animal cells,
plant cells have cell walls that could limit exchange
of signal molecules between neighboring cells. Plants
have therefore developed symplasmic connections
by means of special structures called plasmodesmata
(PDs). PDs allow the selective trafficking of signal-
ing macromolecules, such as transcription factors and
RNAs. In addition to cell-fate specification, PDs are
involved in viral movement, transport of metabolites,
and cell-to-cell spread of RNA interference (RNAI),
which points to their fundamental importance in co-
ordinating plant defense, metabolism, and develop-
ment. Despite the discovery of PDs more than 100
years ago, the underlying components and mecha-
nisms of PD trafficking remain poorly understood.
Hence, we are taking an unbiased genetic strategy to
dissect these molecular mechanisms, using a reporter
system involving Arabidopsis leaf trichomes as an easi-
ly scorable phenotype and the developmentally impor-
tant mobile proteins KNOTTEDLI and its Arabidopsis
homolog SHOOTMERISTEMLESS.



The trichome rescue system designed by our lab
is widely used to characterize the mobility of a pro-
tein. Briefly, GL1 is required for trichome formation
in the Arabidopsis leaf epidermis, and it is cell au-
tonomous. Therefore, GL1, when expressed in me-
sophyll in g/I mutants, does not rescue trichomes.
However, when fused to KN1 (GL1-KN1), it now
results in trichome rescue, as the mobile KN1 brings
GL1 into the epidermis. Ethylmethanesulfonate
(EMS) mutagenesis screening using this system, fol-
lowed by Illumina high-throughput sequencing, has
previously resulted in identification of a mutation
in a gene encoding CCT8, a chaperonin subunit.
This led to an exciting discovery that chaperonin
facilitates KN1 cell-to-cell trafficking and stem cell
maintenance in Arabidopsis, which clearly supports
the functional relevance of chaperonin-mediated
trafficking through PD. These results highlight the
importance of protein conformational changes for
PD trafficking.

Current efforts are focused on understanding the
mechanism of CCT8 action and identifying new
trafficking regulators. Our efforts have resulted in
the identification of potential mutants with interest-
ing developmental defects, in addition to loss of tri-
chome rescue. For example, mutant 1058 has leaf-
shape defects, and mutant 1066 has narrow and
elongated leaves and an enlarged vegetative meristem
(Fig. 1). We have mapped these mutants to a region of
~0.7 Mb on the upper arm of chromosome 3 (1058)
and lower arm of chromosome 4 (1066) using clas-
sical marker-based mapping. We next identified po-
tential candidates within these mapping regions using
next-generation sequencing. We found four novel
single-nucleotide polymorphisms (SNPs) in coding
regions within the mapping region for each mutant.
Interestingly, some of the putative candidates have
been reported in the PD proteome. The putative can-
didates also include genes in families that have been
implicated in trafficking through PD. Currently, we
are confirming the causal mutations using T-DNA
insertional mutants and by rescue experiments using
transformation compatible bacterial artificial chro-
mosomes (BACs) (TAC) clones. Once we have identi-
fied the candidates, we will proceed with the detailed
characterization of the mechanisms and their biologi-
cal significance in plant growth and development in
the context of developmental defects observed in our
mutants.
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Figure 1. Trafficking mutant 1066 has developmental pheno-
types and loss of trichomes (A). (A") Enlarged image of inset
marked in A, showing enlarged meristem.

Role of PDLPs in Cell-To-Cell
Communication and Meristem
Development

H. Bui, K. Vera

PDs are channels connecting adjacent plant cells.
These channels are formed during cell division,
when strands of endoplasmic reticulum are trapped
in the cell wall formed between daughter cells.
Many development regulatory proteins, including
transcription factors (TFs), are found to act non-
cell autonomously by moving through PDs. Clas-
sic examples included the homeobox TF KNI, the
GRAS TF SHORTROOT (SHR), the myeloblasto-
sis (MYB) TF CAPRICE (CPC), the WD40 protein
TRANSPARENT TESTA GLABRA1 (TTG1), and
FLOWERING LOCUS T (FT). Although KNI
and SHR are required for proper development and
morphogenesis in the shoot and root. respectively,
TTGI is important for trichome and root hair pat-
terning, and FT regulates flowering induction. Inter-
cellular trafficking of these proteins is required for
their function.

Despite the importance of targeted PD traffick-
ing in plant development, little is known about the
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pdip1/pdip2ipdip3

Figure 2. Abnormal floral developmental phenotype in pdip mutants. Col-0,
wild type. pdip triple mutants have additional floral organs, suggesting a mer-

istem defect.

mechanism of this process. PD resident proteins and
PD trafficking regulators have been identified in ge-
netic and proteomic screens. Our research focuses
on studying a family of eight PD-localized proteins
(PDLP 1-8) identified in a proteomic study of the
PD-enriched membrane fraction. Interestingly,
PDLP2 and PDLP3 are expressed in specific domains
in the shoot meristem, raising a question about their
roles in trafficking of stem-cell regulators, especially
KNI and STM. Moreover, we found that the triple
pdlp mutant (pdlpl/pdlp2/pdilp3) exhibits interesting
petal number phenotype (Fig. 2), suggesting that
PDLPs are also important for floral development.
We aim to elucidate the role of PDLPs in regulating
protein trafficking in the plant stem cell population.
This study, along with genetic screen using the tri-
chome rescue system, will provide insight in to the
general mechanism of intercellular trafficking and,
more specifically, in to its role in stem cell develop-
ment, which will have broad significance and rel-
evance to all multicellular systems.

Generation of a pOp-LhG4 trans-Activation
System for High-Throughput Protein
Localization and Functional Studies in Maize

Q. Wu, T. Zadrozny [in collaboration with A. Chan, J. Craig
Venter Institute; A. Sylvester, University of Wyoming]

Recent advances in sequencing technology have gener-
ated genome sequences from nearly all groups of organ-
isms. These massive data sets have revolutionized the
types of biological questions that can now be addressed.
Despite the ability to predict the function of some pro-
teins by comparative bioinformatics, experimental vali-
dation remains necessary to assign function definitively.

One effective approach to validate gene function is to
express the gene tissue or cell specifically. Currently, we
are developing a pOp-LhG4 trans-activation system in
maize that allows researchers to express genes of interest
in different tissue or cell types.

The pOp-LhG4 system includes (1) a chimeric
promoter, pOp, that consists of /ac operators cloned
upstream of a minimal CaMV promoter and (2) a
transcription activator, LhG4, which is a fusion be-
tween a high-affinity DNA-binding mutant of lac
repressor, Lacls7, and transcription activation do-
main II of GAL4 from Saccharomyces cerevisiae. The
pOp promoter is not activated in the reporter lines
until crossed with activator lines that express LhG4
driven by appropriate tissue-specific promoters. Thus,
the pOp-LhG4 trans-activation system allows specific
expression or missexpression of any gene of interest.
Using our experience in maize promoters, we are Now
developing different driver and reporter lines in maize
that enable precise experimental intervention to study
gene function. We have already generated several con-
stitutive, meristem, embryo, root, and leaf-specific
LhG4 drivers, including pEF1A, pUBIQUITIN,
pRAMOSA3, pWUSCHEL, pCRWAQS1, pSUTI,
pSHI, pGBLI, and pYABBY14 (Fig. 3), as well as a
pOp responder line, pOp-ZCN8::YFP (maize ho-
molog of flowering inducer, FT), as a means to test
the specificity of the system with a readout in flow-
ering time. We found that neither the driver plants,
pEF1A::LhG4, nor the responder plants, pOp::ZCN8-
YFD, showed an early-flowering phenotype, whereas
the F1 plants containing both pEF1A:LhG4 and
pOp::ZCN8-YFP showed early flowering (Fig. 3). We
are now working to create additional tissue-specific
LhG4 driver lines and responder lines. Our goal is to
produce an array of cell- and tissue-specific LhG4 lines,
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Figure 3. Maize transactivation system. (Left-most panel) pYabby14::LhG4//pOp::TagRFP-T specifically
expresses in leaf primordia (LP, white dots = nuclei) and not in the shoot apical meristem (SAM). (Right
panels) A plant containing both pEF1A::LhG4 and pOp::ZCN8-YFP constructs showed an early-flower-
ing phenotype (arrowhead points to tassel).

which we will use to (1) isolate specific cell types by
fluorescence-activated cell sorting (FACS) for tran-
scriptional profiling and (2) drive the missexpression of
developmentally regulated genes in order to better un-
derstand the changes that occur within stem cell niches
during differentiation and development. Data on the
characterization of our FP and LhG4 transgenic lines,
including confocal micrographs, movies, and recent
publications, can be found on our website http://maize.
jevi.org/cellgenomics/index.php

Control of Shoot Meristem Size and
Phyllotaxy by the Maize Glutaredoxin
Abphyl2

F. Yang, H. Thanh Bui, M. Pautler [in collaboration with

V. Llaca and H. Sakai, DuPont Crop Genetics, Wilmington,
Delaware]

Phyllotaxy is a major taxonomic indicator and it affects
plant architecture and light capture efficiency. Maize
abphyl (abph) mutants change phyllotaxy from alter-
nate to decussate and develop an enlarged shoot apical
meristem (SAM). We describe here a new dominant
phyllotaxy mutant, Abph2. Abph2 mutants have an en-
larged SAM and a decussate leaf pattern that becomes
visible at leaf ~-4-5 stage. Map-based cloning brought
Abph2 into a region of ~20 kb on chromosome 7, con-
taining five predicted genes in the reference B73 ge-
nome. However, direct sequencing, as well as transcript
analysis by reverse transcriptase—polymerase chain re-
action (RT-PCR), did not give any obvious clues as
to the identity of the gene. Therefore, a BAC library
generated from the Abph2 mutant was screened using
probes located within the 20-kb mapping interval.
BAC sequencing revealed a 4.5-kb fragment inserted

into the mapping interval. This inserted fragment con-
tained a predicted glutaredoxin gene identical to a gene
(named MSCAI) located ~800 kb upstream. A trans-
genic line containing this 4.5-kb fragment fused with
yellow fluorescent protein (YFP) tag phenocopied the
dominant Abph2 phyllotaxy defect, showing that the
inserted glutaredoxin gene (named Abph2 hereafter) is
the cause of the decussate leaf phenotype. Meanwhile,
putative knockout lines of the dominant A6ph2 muta-
tion were screened by EMS mutagenesis. Sequencing
the Abph2 gene in these knockout lines found point
mutations leading to conserved amino acid changes
in each line, further pinpointing the inserted glutare-
doxin gene as Abph2. RNA in situ hybridization indi-
cated that the Abph2 transcripts accumulate in P leaf
primordia and vasculature. However, this expression
pattern was unaltered in Abph2 mutants. More care-
ful investigation showed that Abph2 transcripts start
to accumulate in embryos from 12 days after pollina-
tion (DAP), but we detected a missexpression of Abph2
at 18 DAP, when -4 leaves have been initiated. This
altered expression pattern likely explains the altered
phenotype in the mutant.

The Abph2 gene is identical to MSCAIL Loss of
MSCAI leads to male sterility but a normal phyllotaxy.
A detailed meristem size comparison revealed a signifi-
cant decrease in mscal mutants. This finding demon-
strates that MSCAI normally functions to promote
meristem growth. Abph2/MSCAI encodes a CC-type
glutaredoxin protein, similar to Arabidopsis ROXY1
and ROXY2 genes. Recently, ROXY1 and ROXY2 were
found to interact with basic leucine zipper (bZIP) tran-
scription factors, including PERIANTHIA (PAN),
which is related to the FASCIATED EAR4 (FEA4)
recently cloned in our lab. Loss of FEA4 function re-
sults in a larger meristem, as well as altered phyllotaxy,
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similar to Abph2. Using yeast two-hybrid and bimolec-
ular fluorescence complementation (BiFC) assays, we
confirmed that ABPH2 and FEA4 interact, suggesting
that these genes may define a new pathway in meristem
proliferation control.

The Regulation of Meristem Size in Maize

B. Il Je, Q. Wu, M. Pautler, T. La Rue, A. Masson,
P. Bommert, S. Lee, A. Eveland [in collaboration with
M. Komatsu and H. Sakai, DuPont Crop Genetics]

All plant organs derive from populations of stem cells
called meristems. These stem cells have two purposes: to
divide to replace themselves and to give rise to daughter
cells, which will differentiate into lateral organs. Con-
sequently, meristems must precisely control the size of
the stem cell niche via a network of positive and nega-
tive feedback signals. A loss of function in a negative
regulator of stem cell fate can result in an enlarged or
fasciated meristem phenotype and a dramatic alteration
in the morphology of the maize ear and tassel.

Maize is an excellent genetic model system because
of a large collection of developmental mutants and a
sequenced reference genome. Our lab has undertaken
a forward genetic approach to identify key regulators
of stem-cell homeostasis and meristem size. Two pre-
viously cloned mutants, fasciated ear2 and thick-tassel
dwarfl, encode orthologs of the Arabidopsis thaliana
genes CLAVATAI and CLAVATA?Z, indicating the well-
known CLAVATA-WUSCHEL regulatory feedback
loop is conserved from dicots to monocots. However,
little else is known about the control of this important
developmental process in maize. Here, we describe
our progress in identifying additional genes contrib-
uting to stem-cell niche homeostasis.

c#2 is a classical mutant of maize that exhibits a fas-
ciated inflorescence phenotype as well as semidwarfism.
Using a map-based cloning approach, we found that ¢2
encodes the 0L subunit of a heterotrimeric GTPase, a mem-
brane-associated protein involved in the transduction of
extracellular signals to induce specific cellular responses
by activating downstream effectors. ¢£2 is epistatic to fea2
with respect to spikelet density and meristem size, sug-
gesting that they act in a common pathway. We made a
CT?2 fusion with YFP driven by its endogenous promot-
er and found localization to the plasma membrane. In
coimmunoprecipitation experiments (Co-IPs), we found
that FEA2 and CT?2 interact, implicating heterotrimeric

G-protein signaling in the CLAVATA signaling pathway.
To gain a better understanding of the cross-talk between
G-protein signaling and the CLAVATA pathway, we
need to determine whether CT2 directly interacts with
FEA2 or if other proteins mediate their interaction. Our
Co-IP experiments in Nicotiana benthamiana suggested
that removing the intracellular tail of FEA2 did not af-
fect the FEA2—-CT2 interaction, indicating that their
interaction may require other mediators. Additionally,
our Co-IP results showed that the pseudokinase
CORYNE interacts with FEA2, but not CT2, indicat-
ing that CORYNE is not the mediator of FEA2 and
CT2 interactions. Using immunoprecipitation (IP)-
mass spectrometry, we have identified an LRR-RLK
protein that interacts with both FEA2 and CT2. This
interaction has been further confirmed using Co-IP ap-
proaches. Currently, we are trying to figure out if this
LRR-RLK is required for FEA2—CT?2 interactions. This
research introduces a new paradigm in G-protein signal-
ing, because G proteins interact exclusively with seven
pass trans-membrane receptors in mammals and fungi.
Another fasciated ear mutant that we have cloned
is fasciated ear 3 (fea3), which was derived from a ra-
diation mutagenesis screen in Russia. fea3 shows an
overproliferation of the inflorescence meristem. We
cloned this gene using map-based cloning, and the
mutant results from the insertion of a partial ret-
rotransposon into an exon of the FEA3 locus. We con-
firmed this identity by isolation of new alleles from an
EMS-targeted mutagenesis. fea3 encodes a predicted
leucine-rich repeat receptor-like protein, related to
fea2. In situ hybridization and RFP-tagged transgenic
plants show that FEA3 is expressed in the organizing
center of the SAM, as well as in the root apical meri-
stem (Fig. 4). FEA3 is localized in the plasma mem-
brane and intracellular vesicles. To determine whether
FEAS3 responds to a CLV3-related (CLE) peptide, we
tested its sensitivity to different peptides. fé23 mutants
showed reduced peptide sensitivity, but interestingly,
they responded to a different CLE peptide compared
to fea2. Double mutants of fea2/fea3 and td1/fea3 have
additive and synergistic fasciated phenotypes, indicat-
ing that they may act in independent pathways that
converge on the same downstream target to control
meristem size. The CLAVATA receptors restricc WUS
expression to the organizing center (OC) and prevent
its spread to the overlying central (CZ) and peripheral
zone (PZ). However, the mechanism restricting WUS
expression from the rib zone (RZ) below is poorly



Figure 4. RFP-tagged FEA3 is expressed in the organizing center
of inflorescence meristems of ear and tassel and in vascular ini-
tial cells of the root apical meristem (RAM).

understood. Comparing FEA3-RFP and WUS-RFD,
we find that FEA3 is expressed in the RZ just below
the region of WUS expression, and WUS expression
spreads downward in fez3 mutants. fea3 ortholog mu-
tants in Arabidopsis resemble CLAVATA mutants in
having fasciated inflorescence stems, but they do not
show abnormal flower structure like CLAVATA mu-
tants. These results indicate that FEA3 is a receptor
protein that functions in a new pathway distinct from
that of known CLAVATA receptors.

Another mutant, fasciated ear4, is a semidwarfed
maize mutant that also has fasciated ears and tassels.
These phenotypes are caused by enlarged vegetative and
inflorescence meristems, which have lost control of the
pathways normally regulating meristem size. We mapped
féa4 to a bZIP transcription factor with an EMS-induced
base transition causing a premature stop codon. Two ad-
ditional alleles also contained mutations in the gene, and
we obtained a series of transposon-induced mutant al-
leles through collaboration with DuPont Pioneer, con-
firming that we have identified a novel gene required
for the control of meristem size in maize.

We have subsequently investigated the function of
fea4 through several parallel approaches. We used in
situ hybridization to determine its expression pattern
during different stages of development. During vegeta-
tive development, fea4 is expressed in the peripheral
zone of the SAM and is dramatically excluded from
the stem cell niche and the site of leaf initiation. This
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unique expression pattern suggests that fea4 does not
act by directly influencing the stem cells in the cen-
tral zone of the SAM, but rather by influencing the
process of differentiation in the peripheral zone. We
have generated plants expressing a translational fusion
of YFP with FEA4 under the control of its native pro-
moter. These plants express the fusion protein in the
nucleus of cells in the expected domain, closely match-
ing the mRNA expression pattern. We used these lines
for chromatin immunoprecipitation followed by high-
throughput sequencing (ChIP-Seq) experiments to
determine genome-wide binding of FEA4 to its target
loci. The YFP-tagged transgenic lines will also be used
for IP-mass spectrometry experiments in the future. We
have also obtained a global picture of transcriptional
changes in the mutant by mRNA sequencing, and are
beginning to follow up on downstream genes that may
mediate fea4 action. A number of genes that showed
significant expression differences in féz4 mutants com-
pared to wild-type siblings were involved in determi-
nacy and differentiation, including key developmental
regulators of maize inflorescence architecture, and in
auxin-based signaling and transport. The majority of
genes in these categories were down-regulated in the
fea4 mutant, suggesting that FEA4 promotes their ex-
pression, whereas genes that were up-regulated in the
mutant tended to be related to metabolic processes.
Additional approaches include making double-mutant
combinations between fea4 and other meristem regula-
tion mutants. So far, these analyses have suggested that
fea4 acts outside of the canonical meristem size regula-
tion pathways, consistent with a role in buffering the
balance between division and differentiation.

Beyond these advances, we are in the process of
mapping additional fasciated ear mutants from EMS
mutagenesis screens. We have determined approximate
positions for several of these mutants and are proceed-
ing with fine mapping and molecular cloning.

Defining the Regulatory Networks
Controlling Inflorescence Architecture
in Maize

A.L. Eveland, M. Pautler, T. La Rue, A. Goldshmidt [in
collaboration with D. Ware and S. Kumari, CSHL/USDA-
ARS; S. Hake and M. Lewis, PGEC/USDA-ARS, University of
California, Berkeley; E. Vollbrecht, lowa State University]

Inflorescences bear the fruits and grains that we eat, and
thus understanding the genetic and regulatory basis
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for how these structures are formed has agronomic
importance in determining yield. Inflorescence archi-
tecture among cereal crops is diverse, yet characterized
by a unique morphology, where flowers are borne on
short, determinate branches called spikelets. In maize,
these spikelets are paired, an exclusive feature of the
tribe Andropogoneae, which includes other important
cereal and bioenergy crops. Variations in inflorescence
branching patterns arise from position and develop-
mental fate of differentiating stem-cell populations
called meristems. The coordinated actions of key de-
velopmental regulators, as well as genetic interactions
between them, modulate meristem initiation, size, and
determinacy during maize inflorescence development.
Our goal is to understand the mechanisms by which
these regulators act to control inflorescence architec-
ture, what other factors and/or biological processes are
involved in this regulation, and how these regulatory
networks coordinate development in space and time.

Our approach integrates large-scale genomics data
sets, such as gene expression profiles achieved by high-
throughput RNA sequencing, with discrete morpho-
logical features in development. Here, we character-
ized precise timing of developmental transitions at
the molecular level in maize inflorescences, by asso-
ciating spatiotemporal dynamics in gene expression
with morphological changes resulting from genetic
perturbations. For the latter, we used loss-of-function
mutants in three important regulators of the ramosa
(ra) pathway, which controls stem-cell fate and the
decision to branch.

In a recently published study (Eveland et al. 2014),
we identified discrete developmental modules that
contribute to identity and determinacy of grass-specif-
ic meristem types. Notably, we defined a module for
spikelet pair meristem determinacy consisting of co-
expressed genes that were largely misexpressed in 721
mutants, including known determinacy factors co-
opted from other developmental contexts, along with
genes of unknown function. In situ hybridizations
for candidate genes in this module showed that they
shared largely overlapping and/or adjacent expression
domains during development. To elucidate additional
factors that may act upstream in the control of this
determinacy module, we mined for enrichment of
known cis-regulatory elements within the promoters
of coexpressed genes. We identified experimentally de-
fined binding sites for bZIP transcription factors (TFs)
and KNOTTEDI among the most highly enriched

regulatory elements associated with this module. Con-
sistent with this finding, many of the coexpressed genes
within this module were identified as putative targets
of KN1 and FEA4, a bZIP TF, based on ChIP-Seq pro-
files. We are currently integrating TF occupancy maps
from different ChIP-Seq experiments, and by associat-
ing cobound targets with RNA-Seq-based transcript
profiles from respective loss-of-function mutants, we
are beginning to elucidate combinatorial gene regula-
tion on a genome-wide scale. For example, we found
that ~50% of the high-confidence FEA4-binding sites
overlapped directly with those of KNI. Differential
expression analysis of genes proximal to shared bind-
ing sites suggested that KNI and FEA4 acted either
together or in opposition to regulate a number of genes
involved in organ differentiation and auxin-related
processes, suggesting interfaces between meristem
maintenance and size pathways. FEA4 also bound and
modulated ramosal, indicating a link between meri-
stem size and determinacy pathways. Furthermore,
fea4 gene expression is significantly down-regulated in
ral, ra2, and ra3 loss-of-function mutants, suggesting
feed-forward regulation.

Our RA1 ChIP-Seq experiment identified ~1000
high-confidence target genes in proximity to sites
bound by RA1. Of these, approximately one-fourth
showed altered expression in the 72/ mutant back-
ground, suggesting that they are modulated targets
of RA1. We also showed that RA1 acts as both an
activator and a repressor of gene expression, and the
mechanism of RA1 action is dependent on spatio-
temporal context. One of the more interesting RA1
target genes is ligulelessl (lgl), which appears to be di-
rectly repressed by RA1 in determinate spikelet pair
meristems. We further showed that in the absence of
RA1, gl is expressed at the base of long inflorescence
branches, for example, in 72/ mutant ears and long
tassel branches. This finding is consistent with recent
work that identified /g7 as a key candidate locus in an
association study for inflorescence architecture traits.
One hypothesis is that /g may be promoting branch
identity by initiating a boundary, similar to its veg-
etative role in specifying the blade-sheath boundary.
To test conserved and divergent mechanisms of LG1
function in the leaf versus the inflorescence, we are
using ChIP-Seq to identify LGI targets in both tis-
sue types. We are also further investigating potential
regulatory motifs that are enriched within the binding
sites of RA1 to resolve consensus TF-binding sites for



RA1 and/or cofactors that may be involved in regula-
tion of its downstream targets.

Functional characterization of candidate genes
from these networks is currently under way, includ-
ing in situ hybridizations, analysis of loss-of-function
mutant alleles, and crosses to 74 mutants to reveal
potential genetic interactions. Because 72/ has been
implicated as an important locus in the domestication
of maize and is found only in Panicoid grasses, these
data are being used in comparative analyses with other
grasses to further understand RAI function and the
evolution of grass inflorescence architecture. We are
also now trying to understand the effects of environ-
mental perturbation, specifically drought stress, on
these developmental networks.

Control of Branching and Determinacy
in Plant Shoots
Y.G. Wolfenson, T. Zadrozny, R. Willen, S. Hiraga

The RAMOSA (RA) genes in maize function to im-
pose determinacy on axillary meristem growth, and
consequently, 72 loss-of-function mutants (ral, ra2,
and 723) have more highly branched inflorescences.
RA3 encodes a predicted metabolic enzyme, a tre-
halose phosphate phosphatase. The disaccharide tre-
halose is not abundant in plant tissues, and it may
have a regulatory role because it has been implicated
in stress protection, control of sugar signaling, and
regulation of photosynthetic rate. Ours is the first
indication that trehalose has a specific developmen-
tal function. RA3 is expressed in a localized domain
at the base of axillary inflorescence meristems, and
it localizes to nuclear and cytoplasmic compart-
ments, suggesting that its effect on development is
not simply metabolic. The RAMOSA (RA) genes de-
fine a boundary domain that surrounds the develop-
ing branch meristem, rather than being deployed in
the meristem itself. These data support the hypoth-
esis that RA genes may serve as mediators of signals,
maybe a sugar signal, originated at the boundary
domain and regulating determinacy. RA3 itself may
have a transcriptional regulatory function, since it af-
fects the expression of specific genes.

To further investigate the mechanism of RA3 ac-
tion, we searched for mutants in Arabidopsis orthologs.
One of them has an interesting phenotype that is relat-
ed to development and determinacy. Its late-flowering
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Figure 5. (A) tpp mutants make extra floral organs. (B) A TPP-YFP
fusion shows expression in the root elongation zone (EZ) and is
nuclear (inset).

phenotype is accompanied by reduced size and shorter
roots and fusion of cauline leaves to the main stem.
Furthermore, double mutants with an additional TPP
paralog show indeterminate floral phenotype of the 723
maize phenotypes. A YFP fusion of one of the TPP
genes shows nuclear localization in roots, supporting
the idea that it has regulatory functions (Fig. 5B).

Additionally, we are taking genetic approaches to
identify factors that act in the same pathway with
RA3 to control spikelet pair meristem determinacy,
by screening for enhancer/suppressor modifiers of
the 743 phenotype. Typically, 723 mutants in a B73
background have three to eight branches only at the
base of the ear; we mutagenized 723 mutants and
looked for plants that have more branches and/or
have branches at the upper part of the ear. So far, we
have identified several enhancers and have mapped
two of them. One maps to an 743 paralog and the
second to a giberellic acid metabolic gene, suggest-
ing that GA hormone signaling may interface with
branching regulation.

Natural Variation and Inflorescence
Architectures

S. Vi, I. Liao, P. Bommert

Maize inflorescence architectures have been a target
for extensive selection by breeders since domestication;
hence, different maize inbreds vary greatly in these
traits. The genetic basis underlying this diversity is
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largely unknown and is of great interest for both fun-
damental and applied science. Now with the wealth of
genomic data, we are equipped to study them. To iden-
tify natural variation relevant to inflorescence traits,
we looked for inbred backgrounds that can enhance/
suppress the phenotypes of the mutants on which we
work. We focused on the 25 NAM (nested association
mapping) founder inbreds because they were selected to
capture the diversity of maize germplasm and because
of the genetic tools available for these inbreds. We have
been crossing these 25 inbreds to our collection of mu-
tants (often in B73 background) and screen the F2 for
plants with suppressed/enhanced phenotype compared
to the mutant in the original inbred background.

We have identified a suppressor of ramosa3 (ra3)
coming from the Mol7 inbred, an enhancer coming
from the Kill inbred, and an enhancer of /22 coming
from the NC350 inbred. Segregation ratios suggest one
semidominant locus for the Mol7-derived suppressor,
two or more loci for the Kill-derived enhancer, and
one recessive locus for NC350-derived enhancer. We
are now in the process of rough mapping by bulked seg-
regant analysis. Additionally, because the natural modi-
fiers are often results of quantitative trait loci (QTL)
rather than single-gene effects, we crossed the mutants
to the corresponding NAM-founder/B73 RILs, in
order to identify and map potential modifying QTL.
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PLANT DEVELOPMENTAL BIOLOGY, STEM CELLS, AND FLORAL

BRANCHING SYSTEMS

Z.B. Lippman C. Brooks S.J. Park
K. Jiang S. Thomain
K. Liberatore  C. Xu
C. MacAlister

Developmental Origins of Plant Shoot
Architecture

In plants, populations of stem cells called apical meri-
stems (AMs) give rise to all above-ground organs and
guide shoot architecture. After a seed germinates, an
AM from the embryo produces a primary shoot with
lateral leaves that give rise to AMs in their axils. AMs
formed early in a plant’s life are initially small and flat
and maintain a relatively constant number of cells,
enabling persistent growth. Upon perceiving environ-
mental cues that stimulate genetically encoded sig-
nals, AMs undergo reproductive transitions, marked
by increasing size and becoming a dome. During this
transition, leaf shape and size can be altered, internode
length can change, and apical dominance is released to
promote branching.

Although useful for understanding principles of
meristem activity and potential, this framework fails
to explain the remarkable architectural diversity of
plants, especially variation in the number and ar-
rangement of branches (Park et al. 2014). Branch-
ing variation traces back to differences in when and
where meristems form, whether they begin growing
immediately or experience dormancy, how long they
grow, how large they become, and the number of ad-
ditional meristems they generate. At the center of this
diversity lie two processes: (1) meristem maturation,
during which AMs repeatedly experience a reduction
of a vegetative promoting program and an increase of
a floral promoting program, and (2) meristem main-
tenance, which is responsible for controlling stem-cell
proliferation and meristem size. Our research aims to
elucidate and understand the mechanisms control-
ling meristem maturation and maintenance, focusing
on the floral branching systems (inflorescences) of
tomato and related Solanaceae (e.g., pepper and to-
bacco). Using the virtues of Solanaceae development,
including readily accessible meristems for molecular

analysis, we are addressing the hypothesis that diver-
sity in shoot and inflorescence architecture is deter-
mined by evolutionary differences in rates of meristem
maturation and meristem size.

Tomato Architecture and Flower Production

Tomato plants generate hundreds of multiflowered
inflorescences due to sympodial growth, the defin-
ing feature of which is that each meristem terminates
in a flower and new growth originates from axillary
meristems that also terminate, but at varying rates
of maturation to control shoot architecture (Fig. 1).
In tomato, the primary shoot meristem (PSM) ma-
tures gradually to typically produce eight leaves before
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Figure 1. Tomato meristems and sympodial plant architecture in
normal and tmf mutant plants. (A-C) Wild-type shoot architec-
ture (A, B) and tmf mutant phenotypes (C). (D—F) TMF expression
and localization in situ showing expression at periphery of veg-
etative meristem (D), 35S:;TMF-GFP leaves showing localization
in nuclei (E). RNA-Seq showing expression is highest in vegeta-
tive meristems (F).
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terminating in the first flower of the primary inflores-
cence. This gradual maturation leads the PSM into a
full reproductive state, which is required to initiate two
types of axillary “sympodial” meristems. Just below
the terminating PSM, a sympodial inflorescence meri-
stem (SIM) develops and gives rise to one new SIM
before quickly terminating with no intervening leaves.
Several iterations of this process produce a compound
multiflowered inflorescence composed of fused short
floral branches. Later inflorescences likewise originate
from sympodial meristems; in the axil of the last PSM
leaf, a sympodial vegetative meristem (SYM) matures
at an intermediate rate to develop three leaves before
terminating in the first flower of the second inflores-
cence. This process repeats to produce a compound
vegetative shoot with equally spaced inflorescences.
Axillary meristems from lower leaves repeat the PSM.
Our research aims to elucidate the mechanisms con-
trolling meristem maturation and maintenance in
order to gain an understanding of the diversity of
Solanaceae inflorescences ranging from single flowers
(e.g., pepper) to highly branched with dozens of flow-

ers (e.g., wild tomatoes).

The Role of TERMINATING FLOWER
in Inflorescence Architecture
C. MacAlister, C. Xu

Our prior work has shown that mutations in COM-
POUND INFLORESCENCE (S, homolog of WUS-
CHEL HOMEOBOX 9), ANANTHA (AN, homolog
of UNUSUAL FLORAL ORGANS), and FALSIFLO-
RA (FA, homolog of LEAFY) cause more SIMs, and
thus branches and flowers, to develop, because termi-
nation is delayed (s mutants) or never achieved (a7, fa)
(Jiang et al. 2013). S is expressed late in maturation
just before activation of AV, which encodes an F-box
protein that interacts with its transcription factor partner
FA to form a floral specification complex. Thus, one
mechanism promoting maturation and multiflow-
ered inflorescences involves S leading meristems to a
reproductive stage when AV can activate to trigger flo-
ral termination, which, in turn, is required for the ini-
tiation and proper maturation of SIMs. Given a mech-
anism promoting maturation, we wondered whether a
mechanism also exists to repress maturation, or main-
tain a vegetative meristem state. Compromising such a
mechanism might lead to more rapid termination and

inflorescences with fewer flowers. We therefore turned
to the #f mutant, which flowers early and produces
a single flower inflorescence on the primary shoot
(Fig. 1). We found that 7MF encodes a member of
the ALOG (Arabidopsis LSH1 and Oryza G1) protein
family, of which there are 12 members in tomato. 7MF
expression peaks in vegetative meristems in a bound-
ary domain, then drops when AN is activated. ALOGs
contain a DNA-binding domain, suggesting transcrip-
tion factor function; indeed, TMF is in the nucleus
and can activate transcription in yeast, but native tar-
gets are unknown. In a yeast two-hybrid (Y2H) screen
using TMF as bait, we identified several transcription-
al regulators, the most prominent being homologs of
the Arabidopsis BITB/POZ domain-containing BOP1
and BOP2 proteins, which are expressed in boundary
domains like 7MF and are best known for roles in leaf
development, floral patterning, and organ abscission.
Tomato has three BOP genes (tBOP1/2/3), and based
on bimolecular fluorescence complementation (BiFC)
confirming all three tBOP proteins interact with TMF
in tomato nuclei, we have begun generating RNA inter-
ference (RNAI) knockdown (tbop-kd) plants. Pheno-
typic and molecular analyses of our first tbop-kd plants
suggest that zBOP genes function with 7MF to control
inflorescence architecture by preventing precocious ac-
tivation of AN transcription during the vegetative phase
of meristem growth. We are now developing resources
to identify transcriptional targets of 7MF and will also
petform detailed developmental and molecular analysis
of tBOP genes to understand their roles in flowering
and other aspects of tomato development.

Divergent Evolution of Genes and
Gene Expression Programs Underlies
Solanaceae Inflorescence Diversity
K. Jiang, S.J. Park

Evolution of phenotypic diversity traces to divergent
evolution of genes and proteins by changes in the
regulatory networks that lead to differential execu-
tion of conserved developmental programs. One hy-
pothesis for the range of diverse inflorescence forms
in the Solanaceae family ranging from a single flower
to highly branched multiflower inflorescences is that
meristems mature at different rates to guide final inflo-
rescence form. To test this idea and investigate if and
to what extent there is evolutionary variation in rates of



maturation, we used deep sequencing to capture tran-
scriptome dynamics of meristem maturation from five
Solanaceae species representing the range of inflores-
cence architecture. Transcriptomes across species are
more similar at both early (vegetative) and late (flo-
ral) meristem maturation stages, but more divergent at
the intermediate stage when the transition from veg-
etative to reproductive growth occurs. Interestingly,
genes that peak in expression in early and late stages
are evolutionarily more conserved at the protein level
compared to genes that peak during the transition. By
comparing expression dynamics of orthologous genes,
we established a Solanaceae Transcriptome Maturation
Index (TMI), defined by gene expression weighted by
their “carliness” in expression during meristem matu-
ration. Using the TMI, we found that greater branch-
ing is associated with a pronounced delay in meristem
maturation compared to tomato, whereas production
of simple inflorescences, such as the single flower in-
florescences of pepper, is associated with a more rapid
maturation. Our work has led us to propose a “bubble”
model of Solanaceae meristem maturation, in which
greater divergence in gene expression dynamics and
protein similarities during the reproductive transition
compared to vegetative and floral stages is responsible
for modulating inflorescence diversity.
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Inflorescence Architecture and the
Control of Meristem Size
K. Liberatore, C. MacAlister, S. Thomain

In many plants, inflorescence branching is influenced
by meristem size. Meristem size is tightly controlled
through a process of “meristem maintenance,” in
which stem cells lost to lateral organ formation are
continuously replenished through cell division. Work
in Arabidopsis, maize, and rice has shown that con-
served components of the CLAVATA (CLV) signaling
pathway control meristem maintenance by restrict-
ing stem cell proliferation, but how meristem size is
regulated in other plants remains poorly understood.
By studying tomato mutants showing “fasciated”
phenotypes of inflorescence branching and enlarged
flowers and fruits, we isolated a mutation in FASCI-
ATED AND BRANCHED (FAB, ortholog of the Ara-
bidopsis receptor kinase gene CLVI), indicating that
the CLV pathway is conserved in tomato (Fig. 2). We
also discovered fasciated inflorescence (fin) and fasci-
ated and necrotic (fan), both of which are defective in
genes encoding glycosyltransferases (GTs), specifically
a hydroxyproline O-arabinosyltransferase and arabino-
syltransferase, respectively. Arabinosyltransferases are
enzymes that transfer arabinoside moieties to diverse
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Figure 2. fin and fab mutant phenotypes. (A—H) Images and quantification of mature inflorescence
(IF), flower, and fruit phenotypes. Representative secondary inflorescences of wild type (A), fab (B),
and fin (C) and the primary IF of fin (D). (D) The fin-polyopha2 mutant from Solanum pimpinel-
lifolium. Floral image insets within each panel show the increased number of sepals and petals in
both fab and fin mutants. The base of each IF is marked with an arrow, and points of IF branching
are marked with arrows; bars, 1 cm. (E-G) Mature fruits showing increased locule number and
fruit size in fab and fin mutants that converts the wild-type M82 roma-sized tomatoes to beefsteak-
sized; bars, 1 cm. (H) Quantification of floral organ number (mean £ S.D.).
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proteins, including a three-arabinoside chain on the
small signaling peptide CLV3 whose biological rel-
evance has been unclear. Thus, our discovery of FIN
and FAN suggests that GTs have critical roles in stem-
cell proliferation and that glycosylation of tomato
CLV3 might be required for activity. Interestingly, fan
mutants also senesce prematurely, leading to necrosis
and death, which might result from a failure to prop-
erly glycosylate other important signaling peptides,
such as PSY1, recently shown in Arabidopsis to regu-
late hormonal balance and defense. We are now aim-
ing to integrate genetic, molecular, and biochemical
approaches to study FIN and FAN in order to under-
stand the roles of glycosylation in the signaling path-
ways that regulate stem-cell proliferation, senescence,
and defense signaling in tomato.

Diverse Developmental Roles
for the FIN Family
C. MacAlister

FIN is a member of a deeply conserved GT family. To
compare developmental roles of FIN genes in diverse
species, we analyzed mutations in the three FIN-like
family members in Arabidopsis. Surprisingly, no mu-
tant phenotypes were observed in the single mutants,
but double mutants of fin/1;finl2 showed severe pollen
tube growth defects. Alchough double-mutant pollen
can germinate, pollen tubes arrest in the transmic-
ting tract of the ovary and fail to target ovules. Such
striking phenotypic consequences between mutations
in tomato and Arabidopsis FIN genes is surprising
considering the deep conservation of this GT family.
To further explore FIN family function, we created
mutations in two paralogous F/N genes in the moss
Physcomitrella patens. Moss development involves ger-
mination of a haploid spore followed by formation
of a vegetative body (colony) composed of filamen-
tous protonemal network containing two cell types:
slower-growing chloronema for photosynthesis and
faster-growing caulonema to colonize the surround-
ing substrate. Interestingly, knocking out the more
highly expressed FIN gene (PpFINLa) results in larger
and faster colonizing colonies, owing to enhanced
caulonema production relative to chloronema. Im-
portantly, although pollen tubes and caulonema are
both tip-growing cells, the process of tip growth itself
is unaffected in both systems. These results point to

an exciting link between glycosylation and meristem
size regulation, pollen tube guidance, and the balance
between filament types in moss. We are currently in-
vestigating whether FIN proteins target distinct sets
of proteins for glycosylation in different systems and
developmental contexts.

Improving Flower Production and
Yield through Dosage Sensitivity
of the Florigen Pathway

S.J. Park, K. Jiang, K. Liberatore

For more than a century, it has been known that in-
breeding harms plant and animal fitness, whereas in-
tetbreeding between genetically distinct individuals
can lead to more robust offspring in a phenomenon
known as heterosis.

Although heterosis has been harnessed to boost ag-
ricultural productivity, its causes are not understood.
Especially controversial is a model called “overdomi-
nance,” which states in its simplest form that a single
gene can drive heterosis. In tomato, a mutation in
just one of two copies of the gene SINGLE FLOWER
TRUSS (SFT) encoding the flowering hormone called
florigen causes remarkable increases in yield, but it is
not known why. One clue is that overdominance is
only observed in the background of “determinate”
plants, in which the continuous production of side
shoots and inflorescences gradually halts due to a de-
fect in the flowering repressor SELF PRUNING (SP).
One possibility we have explored is that sf# overdomi-
nance is based on epistatic interactions between SFT
and SP, which have opposing roles in flowering time
and shoot architecture. Using transcriptome sequenc-
ing of shoot meristems, we have found that sf# mutant
heterozygosity causes weak semidominant delays in
flowering of both primary and side shoots, which ex-
tends the period of flower and fruit production. Thus,
sft heterozygosity triggers a yield improvement by op-
timizing plant architecture via its dosage response in
the florigen pathway.

Our findings suggest that dosage sensitivity of
florigen and potentially other genes in the florigen
pathway could be exploited to further improve to-
mato architecture and yield. Given that heterozy-
gous mutations in SF7 partially relieve sp-imposed
determinacy, we screened for new suppressors of de-
terminacy and isolated a weak allele of sf# and two
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Figure 3. Mutations that suppress sp. (A) Diagrams show left-to-right architectures of wild-type,
sp mutants, sft sp double mutants, and sft/+ sp plants. The latter two genotypes suppress the sp
determinate phenotype, and sft/+ mutant heterozygosity leads to increased flower production and
yield. (B) Images show new suppressor of sp (ssp) mutants that restore indeterminacy and result in a
desirable form of sympodial growth, in which inflorescences form every two leaves instead of every

three (ssp-2129).

mutations in SUPPRESSOR OF SP (SSP), the latter
resulting in a highly desirable indeterminate form
in which flower clusters (inflorescences) continu-
ously develop every two leaves instead of the typi-
cal three (Fig. 3). We show that the SSP mutations
disrupt a critical motif in a bZIP transcription factor
required to establish a “fHlorigen activation complex.”
By generating all combinations of sf and ssp mutant
heterozygotes in the sp background, we created a
quantitative range of determinate architectures and
found that specific combinations of ssp and sz double
heterozygotes provide a new architectural optimum
that leads to the highest yields. Our findings show
the power of using florigen pathway mutations to

customize tomato architecture, flower production,
and yield, and they suggest that creating similar ge-
netic toolkits in other crops could broadly benefit
future breeding.
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EPIGENETIC INHERITANCE IN PLANTS AND FISSION YEAST

R. Martienssen S. Bhattacharjee H.S. Kim
S. Castel C. LeBlanc
A.-Y. Chang S.C. Lee
K. Creasey A. Molla-Morales
F. de Sousa Borges ].-S. Parent
M. Donoghue A.C. Pastor
E. Ernst M. Regulski
J.-J. Han J.Ren
R. Herridge B. Roche
Y. Jacob A. Schorn

Plants and fission yeast provide excellent model or-
ganisms to address the question of how epigenetic
information is propagated, including transposon
regulation, heterochromatic silencing, and gene im-
printing, important both for plant breeding and for
human health. We are investigating the role of RNA
interference (RNAI) in heterochromatic silencing in
the fission yeast Schizosaccharomyces pombe and in the
plant Arabidopsis thaliana, as well as continuing our
work on Zea mays. In fission yeast, we have found
additional evidence that DNA replication promotes
spreading of heterochromatin and that RNAI pro-
motes replication by releasing RNA polymerase II. In
plants, we have found that the genome undergoes lim-
ited reprogramming of DNA methylation in pollen,
guided by DNA glycosylases and small RNA. Using
mutants deficient in histone and DNA methylation,
we have found that histone variants and microRNA
(miRNA) contribute to reprogramming by targeting
transposons. Our results suggest a model for imprint-
ing, transposon control, and the origin of epialleles.
We continue to develop duckweeds as a source of bio-
fuel and have developed an efficient transformation
and gene control system in Lemna minor. Sequencing
of the oil palm genome has provided some important
clues as to how to increase oil yields and reduce tropi-
cal deforestation.

This year, we said good-bye to Fred vanEx, Joe Ca-
larco, and Alex Canto Pastor, who left for positions
in Gent, Stanford, and Cambridge, respectively. We
welcomed postdocs Rowan Herridge (University of
Otago), Sonali Bhattacharjee (Oxford University),
and Jean Sebastien Parent (INRA Versailles, Paris)
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A. Shimada

J. Simorowski

R. Tirado-Magallanes
U. Umamaheswari
C. Underwood

and student Roberto Tirado-Magallanes (UNAM,
Mexico).

Reprogramming the Epigenome

in Arabidopsis Pollen

F. Borges, J.P. Calarco, Y. Jacob, C. LeBlanc, F. Van Ex

[in collaboration with F. Berger, Temasek Life Sciences
Laboratory Singapore; T. Kenoshita, Nara Institute of
Science, Japan; T. Higashiyama, Nagoya University, Japan]

Germline reprogramming of DNA methylation is
important for transposon silencing and epigenetic in-
heritance. In plants, the male gametophyte is derived
from haploid microspores via two postmeiotic cell di-
visions to give rise to the gametes (sperm cells, SC)
and the vegetative cell (VC). The purification of these
three individual cell types, coupled with genome-wide
DNA methylation analysis and small RNA sequenc-
ing, has revealed a dynamic regulation of the epig-
enome during gametogenesis. In Arabidopsis, the fre-
quency of single-base variation of DNA methylation
is much higher than genetic mutation, and, interest-
ingly, variable epialleles are premethylated in the male
germline. However, these same alleles are targeted for
demethylation in the pollen vegetative nucleus, by a
mechanism that seems to contribute to the accumula-
tion of small RNAs that reinforce transcriptional gene
silencing in the gametes. In mammals and plants, pa-
rental genomic imprinting restricts the expression of
specific loci to one parental allele. Interestingly, im-
printed loci are also demethylated in the vegetative
nucleus (VN) resembling variable epialleles in accu-
mulating small RNA in sperm. We have found that



de novo RNA-directed DNA methylation (RADM)
regulates imprinting at some of these loci when they
are expressed in the endosperm. RADM in somatic tis-
sues is required to silence expression of the paternal
allele. In contrast, the repression of RADM in female
gametes participates with or without the DME re-
quirement in the activation of the maternal allele. The
contrasted activity of DNA methylation between male
and female gametes appears to be sufficient to prime
imprinted maternal expression. After fertilization,
METT1 maintains differential expression between the
parental alleles. RADM depends on small interfer-
ing RNAs (siRNAs). The involvement of RADM in
imprinting supports the idea that sources of siRNAs
such as transposons and de novo DNA methylation
were recruited in a convergent manner in plants and
mammals in the evolutionary process leading to selec-
tion of imprinted loci.

Selective Methylation of Histone H3
Variant H3.1 Regulates Heterochromatin
Replication

Y. Jacob, M.T.A. Donoghue, C. LeBlanc, C.J. Underwood,
[in collaboration with S. Michaels, Indiana University;

D. Reinberg, New York University Medical School; and
J.-F. Couture, University of Ottawal]

Histone variants have been proposed to act as deter-
minants for posttranslational modifications (PTM)
with widespread regulatory functions. We have found a
histone-modifying enzyme that selectively methylates
the replication-dependent histone H3 varianc H3.1.
The crystal structure of the SET domain of the his-
tone H3 lysine 27 (H3K27) methyltransferase ARA-
BIDOPSIS TRITHORAX-RELATED PROTEIN
5 (ATXR5) in complex with an H3.1 peptide shows
that ATXR5 contains a bipartite catalytic domain
that specifically “reads” alanine 31 of H3.1. Variation
at position 31 between H3.1 and replication-indepen-
dent H3.3 is conserved in plants and animals, and
threonine 31 in H3.3 is responsible for inhibiting the
activity of ATXR5 and its paralog ATXR6 (Fig. 1).
Our results suggest a simple model for the mitotic
inheritance of the heterochromatic mark H3K27mel
and the protection of H3.3-enriched genes against
heterochromatization during DNA replication. Un-
modified histone H3.1 may trigger overreplication of

heterochromatin and contribute to reprogramming in
pollen that lacks H3.1 in the VN.
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Figure 1. The selectivity pocket and safety belt of ATXR5/6-type
H3K27 methyltransferases are responsible for histone H3.1 prefer-
ence over histone H3.3. (A) Alignment of the amino-terminal tails
of the canonical histone H3 variants H3.1 and H3.3 from A. thali-
ana highlighting residue 31A or T. (B) In vitro histone lysine meth-
yltransferase assay using recombinant chromatin containing plant
histone H3.1, plant histone H3.3 or plant histone H3.3 T31A. (C)
The structure of the ATXR5-H3.1-SAH complex in electrostatic
potential surface representation with the selectivity pocket and
safety belt highlighted. Positive and negative potentials are in gray
and dark gray, respectively. (Inset) Enlarged view of the residues
forming the surface of the selectivity pocket (three-letter code re-
fers to histone H3.1 residues; one-letter code refers to RCATXR5).
Hydrogen bonds are shown as dashed red lines.

miRNAs Trigger Widespread Epigenetically
Activated siRNAs from Transposons in
Arabidopsis

K.M. Creasey, M. Regulski, F. Borges, F. Van Ex [in
collaboration with B.C. Meyers, University of Delaware]

Transposons in Arabidopsis give rise to abundant
21-nucleotide “epigenetically activated” small interfer-
ing RNAs (easiRNAs) in DECREASE IN DNA METH-
YLATIONI (ddml) and DNA METHYLTRANSFER-
ASEI (metl) mutants, as well as in pollen from wild-
type plants, in which heterochromatin is lost during
reprogramming. easiRNA biogenesis is dependent on
ARGONAUTEI (AGO1), DICER-LIKE4 (DCL4), and
RNA-DEPENDENT RNA POLYMERASEG (RDRG),
resembling 21-nucleotide #rams-acting (ta)siRNAs and
other secondary siRNA in this respect. However, the fac-
tor that triggers easiRNA biogenesis from transposons
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Figure 2. microRNA (miRNA) triggers epigenetically activated
small interfering RNA (easiRNA) from transposons in Arabidop-
sis. mMiIRNA such as miR845, which is expressed in pollen, targets
transposon transcripts for cleavage and processing by Argonaute
1 (AGO1), RDR6, and DCl4 to generate 21-nucleotide easiRNA
(A). This process occurs in decrease in DNA methylation 1 (ddm1)
mutants, which lose transcriptional silencing but resemble wild-
type plants (B). Failure to generate easiRNA in ddmirdré double
mutants results in severe epigenetic defects and infertility (C).

has remained elusive. We have found that specificity is
provided by targeted cleavage of thousands of transpo-
son transcripts by at least 50 miRNAs, some of which
are themselves encoded by transposons, but most of
which are highly conserved and have well-known roles
in plant development (Fig. 2). Interestingly, the loss of
easiRNAs in ddml rdr6 is compensated by the gain of
24-nucleotide heterochromatic (het)siRNAs that can
guide RNA-directed DNA methylation (RADM). This
suggests that RDR6-directed easiRNA production acts
antagonistically to RDR2-directed hetsiRNA produc-
tion, thereby inhibiting transcriptional gene silencing.
Widespread targeting of transposons may reflect the
evolutionary origin of miRNA in genome surveillance.

The Maize Methylome Influences mRNA
Splice Sites and Reveals Widespread
Paramutation-Like Switches Guided by
Small RNA

M. Regulski, M.T. Donoghue [in collaboration with

W.R. McCombie, J. Hicks, and D. Ware, Cold Spring
Harbor Laboratory; J. Reinders, S. Tingey, and A. Rafalski,

DuPont Pioneer; A. Smith, University of Southern
California, Los Angeles]

The maize genome, with its large complement of
transposons and repeats, is a paradigm for the study

of epigenetic mechanisms such as paramutation and
imprinting. We have determined the genome-wide
map of cytosine methylation for two maize inbred
lines, B73 and Mol7. CG (65%) and CHG (50%)
methylation (where H=A, C, or T) is highest in
transposons, whereas CHH (5%) methylation is like-
ly guided by 24-nucleotide, but not 21-nucleotide,
siRNAs. Correlations with methylation patterns sug-
gest that CG methylation in exons (8%) may deter
insertion of Mutator transposon insertion, whereas
CHG methylation at splice acceptor sites may inhibit
RNA splicing. Using the methylation map as a guide,
we used low-coverage sequencing to show that paren-
tal methylation differences are inherited by recom-
binant inbred lines. However, frequent methylation
switches, guided by siRNA, persist for up to eight
generations, suggesting that epigenetic inheritance
resembling paramutation is much more common
than previously supposed. The methylation map will
provide an invaluable resource for epigenetic studies
in maize.

Tunicate 1 and the Origin of PodCorn

J.-J. Han, M. Regulski [in collaboration with D. Jackson,
Cold Spring Harbor Laboratory and the National Park
Service, Navajo]

Podcorn was once regarded as ancestral to culti-
vated maize, and it was prized by pre-Columbian
cultures for its magical properties. Tunicatel (Tul)
is a dominant podcorn mutation in which kernels
are completely enclosed in leaf-like glumes. We
reported last year that 7%/ encodes a MADS-box
gene expressed in leaves whose 5" regulatory region
is fused by a 1.8-Mb chromosomal inversion to the
3’ region of a gene expressed in the inflorescence.
Both genes are further duplicated, accounting for
classical derivative alleles isolated by recombina-
tion. In young ear primordia, TU1 proteins are
nuclearly localized in specific cells at the base of
spikelet pair meristems. 7/ branch determination
defects resemble those in ramosa mutants, which
encode regulatory proteins expressed in these same
cells, accounting for synergism in double mutancs.
In an effort to trace the origin of podcorn in North
America, we are sequencing the genome from sam-
ples of ancient corn found at the Betatakin Pueblo
in Northern Arizona, which were reported to dis-
play the podcorn phenotype.



Large-Scale Identification of
Sequence-Indexed Mu Insertion Sites
in the Maize-Targeted Mutagenesis
MTM Population

J.-J. Han, M. Regulski [in collaboration with D. Ware, Cold
Spring Harbor Laboratory; P. Ferreira, University of Rio de
Janeiro; B. Meeley, Pioneer Hi-bred International]

In maize, the Robertson’s Mutator (Mu) multicopy
transposon family has been selected for saturation
mutagenesis to produce myriad novel mutant alleles
in the maize-targeted mutagenesis (MTM) collec-
tion. We have sequenced insertions in MTM lines
and found that the position of newly transmitted
germinal insertions in the genome can be identified
on a large scale. More than 50,000 target sites were
detected over all 10 maize chromosomes distributed
into hypomethylated genic regions. We detected two
parental insertions for each germinal insertion in
each plant, which is somewhat higher than expected
and likely includes Pack-MULEs that are preferen-
tially located upstream from 5" termini of genes. We
sequenced 96 DNA pools from one grid (48 x 48)
containing 2304 plants, and further bioinformatic
analysis will create a sequence-indexed MTM Mu
FST database that will contain up to 100,000 Mu
insertion sites.

Duckweeds: Genetic Study for Biofuel
Production

E. Ernst, A. Molla-Morales, A. Canto Pastor, S.C. Lee
[in collaboration with J. Shanklin and J. Schwender,
Brookhaven National Laboratories; D. Pappin, Cold
Spring Harbor Laboratory; Blake Meyers, University of
Delaware]

Petroleum availability and atmospheric carbon ac-
cumulation are among the main concerns of our era.
Currently, biofuels produced from corn grain and
sugarcane are predominant alternatives, but they di-
rectly compete for land with food production, raising
sustainability concerns. Lemnaceae species (aquatic
duckweeds) include the smallest flowering plants,
and they have considerable potential as biofuel feed
stocks because of their extreme growth rates and
clonal propagation. Our goal is to engineer duck-
weeds to increase their oil levels for biofuel produc-
tion. In order to do so, we aim to increase the ex-
pression of genes related to the production of TAG,
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silence the genes that have a role in the oxidation
of lipid bodies, or redirect the starch metabolism to
oil production by silencing the key genes that lead
to starch accumulation. We have sequenced the ge-
nome of Lemna gibba DWC131, and gene annotation
is currently under way. We have also developed a fast
and efficient method for producing stable transgenic
fronds in Lemna minor via agrobacterium-mediated
transformation and regeneration from tissue culture.
Additionally, we engineered an artificial miRNA
(amiRNA) gene silencing system. We identified the
endogenous Lemna miR166 precursor and used it
as a backbone to produce amiRNAs. As a proof of
concept, we induced the silencing of CH42, a mag-
nesium chelatase subunit, using our amiRNA plat-
form. These techniques will enable tackling future
challenges in the biology and biotechnology of Lem-
naceae. For example, nitrogen deficiency is an envi-
ronmental stress that can enhance biosynthesis and
storage of starch and triacylglycerol (TAG) in vegeta-
tive tissues of plant species such as A. thaliana and
Chlamydomonas reinhardtii, and TAG is a precursor
of biodiesel. Based on transmission electron micros-
copy, we have found that L. gibba plants grown on
nitrate-lacking media increased the numbers of lipid
droplets in the chloroplast, and liquid chromatog-
raphy—mass spectrometry identified increases in
saturated and monounsaturated fatty acids such as
palmitic acid (16:0) and palmitoleic acid (16:10). We
are currently using our transformation system to en-
hance oil yields further.

The Oil Palm Shell Gene Controls
Oil Yield and Encodes a Homolog
of SEEDSTICK

R. Martienssen [in collaboration with R. Singh, M. Ong-
Abdullah, E.L. Low, R. Nookiah, and R. Sambanthamurthi,
Malaysian Palm Oil Board, Kuala Lumpur, Malaysia; E. Lee
and R. Desalle, American Museum of Natural History,
New York; J. Ordway, S. Smith, M. Budiman, and N. Lakey,
Orion Genomics LLC, St. Louis Missouri]

A key event in the domestication and breeding of
the oil palm, Elaeis guineensis, was loss of the thick
coconut-like shell surrounding the kernel. Modern E.
guineensis has three fruit forms: dura (thick-shelled),
pisifera (shell-less), and renera (thin-shelled), a hybrid
between dura and pisifera. The pisifera palm is usually
female-sterile, but the fenera yields far more oil than
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dura and is the basis for commercial palm oil produc-
tion in all of Southeast Asia. Here, we describe the
mapping and identification of the Shel/ gene respon-
sible for the different fruit forms. Using homozygosity
mapping by sequencing, we found two independent
mutations in the DNA-binding domain of a homolog
of the MADS-box gene SEEDSTICK (STK), which
controls ovule identity and seed development in Ara-
bidopsis. The Shell gene is responsible for the zenera
phenotype in both cultivated and wild palms from
sub-Saharan Africa, and our findings provide a genetic
explanation for the single-gene heterosis attributed to
Shell, via heterodimerization. This gene mutation ex-
plains the single most important economic trait in oil
palm and has implications for the competing interests
of global edible oil production, biofuels, and rainforest
conservation.

RNAi Promotes Heterochromatic Silencing
through Replication-Coupled Release of
RNA Polymerase Il

J. Ren, S. Castel, A.-Y. Chang, R. Martienssen [in
collaboration with W.Z. Cande, University of California,
Berkeley; F. Antequera, Universidad de Salamanca, Spain;
B. Arcangioli, Institut Pasteur, Paris]

Heterochromatin comprises tightly compacted re-
petitive regions of eukaryotic chromosomes and has
widespread roles in chromosome integrity, stability,
and silencing. The inheritance of heterochromatin
requires RNAI, which guides histone modification
on the two daughter strands upon DNA replication.
However, the underlying mechanism is poorly un-
derstood. In S. pombe, the alternating arrangement
of origins of replication and noncoding RNA tran-
scribed during S phase in the heterochromatic peri-
centromeric region provokes the collision of RNA
polymerase with replication machinery. We propose
that it is resolved by cotranscriptional RNAI, allow-
ing replication to complete and couple the spreading
of heterochromatin with fork progression. In the ab-
sence of RNAI, stalled forks are repaired by homolo-
gous recombination without histone modification.
The molecular basis of this model and its genome-
wide impact is being further investigated and may ex-
plain the participation of RNAi and DNA replication
in S. pombe and many other systems of heterochro-
matin inheritance.

Transposon Small RNA Expression in the
Embryonic and Trophectoderm Lineage

A. Schorn [in collaboration with W. Reik, Babraham
Institute, Cambridge, United Kingdom; Scott Lowe,
Memorial Sloan-Kettering Cancer Center, New York]

Epigenetic reprogramming is essential to regain plu-
ripotency during reproduction, but it also results in
transient release of transposable elements (TE) from
heterochromatin repression. In plants, transposon re-
lease in neighboring tissues triggers the production of
mobile small RNA in the generative sperm cells. We
wondered whether, similarly, nurse tissues in mam-
mals express transposon-targeting small RNAs that
could ensure genome integrity in the offspring. We
profiled small RNA expression from mouse embry-
onic (ES) and trophectoderm stem (TS) cells and
found that TEs, which produce small RNAs in ES or
TS cells, are younger than the average transposon age
genome-wide. Endogenous retroviruses (ERV) were
particularly overexpressed in TS cells. Overexpression
seems not simply due to loss of methylation in TS cells
because Dnmtl™~ ES cells do not exhibit ERV-derived
small RNAs. Interestingly, ERV elements are still ac-
tive in mice and have contributed to placenta evolu-
tion. Therefore, small RNA expression in the trophec-
toderm lineage might reflect a trade-off between the
benefits of transposon domestication during eutherian
evolution and the necessity of protecting the concep-
tus from active transposition.
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PLANT DEVELOPMENTAL GENETICS

M. Timmermans A. Benkovics A. Husbands
M. Dotto M. Javelle
C. Fernandez-Marco M. Lodha

Specification of adaxial-abaxial (upper/lower) po-
larity in the developing leaf drives the flattened out-
growth of the leaf blade and directs the differentiation
of distinct cell types within the leaf’s adaxial/top and
abaxial/bottom domains. Both are important innova-
tions in the evolution of land plants that maximize
photosynthesis while minimizing water loss to the en-
vironment. In addition to being a key developmental pro-
cess, adaxial—abaxial patterning is of particular inter-
est from a mechanistic point of view and has proven to
be an excellent model to study small RNA-mediated
gene regulation. We previously showed that pattern-
ing of this developmental axis involves a cascade of
opposing small RNAs, in which microRNA (miRNA)
miR390 triggers the biogenesis of the 7AS3-derived
21-nucleotide tasiR-ARF on the adaxial side of devel-
oping leaves. These confine the accumulation of ab-
axial determinants, including AUXIN RESPONSE
FACTOR3 (ARF3) and miR166, to the lower side of
leaves. miR166, in turn, demarcates the abaxial side
by repressing expression of class III homeodomain
leucine zipper (HD-ZIPIII) transcription factors that
specify adaxial fate.

Importantly, our analysis of the TAS3 trans-
acting short interfering RNA (tasiRNA) pathway
in Arabidopsis demonstrated that tasiR-ARF func-
tions as a mobile positional signal in adaxial-abaxial
patterning. Movement of this small RNA from its
defined source of biogenesis in the two upper-most
cell layers of leaves creates a gradient of accumula-
tion that dissipates abaxially. The tasiR-ARF gradi-
ent generates a sharply defined expression domain
of the abaxial determinant ARF3 on the bottom
side of leaf primordia, suggesting that small RNAs
can establish pattern through a morphogen-like ac-
tivity. This work provided the first direct evidence
that small RNAs are mobile and can function as
instructive signals in development, thereby reveal-
ing a novel patterning activity of small RNAs. We
are currently studying the role of this specific small
RNA pathway and the properties of mobile small
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K. Petsch
E. Plavskin
D. Skopelitis

RNAGs in general in maize, Arabidopsis, and the moss
Physcomitrella patens.

Small RNA Gradients Create Stable
Developmental Boundaries

A. Benkovics, D. Skopelitis, C. Fernandez-Marco

Mathematical modeling of the tasiR-ARF-ARF3 in-
teraction predicts that small RNA gradients resulting
from mobility are uniquely suited to generate sharply
defined boundaries of target gene expression. To test
this, we are taking advantage of the pARF3:ARF3-
GUS reporter generated previously. In an 74r6 mutant
background, which blocks tasiR-ARF production,
this reporter is expressed throughout the develop-
ing leaf. In this background, we express an artificial
miRNA targeting ARF3 (miR-ARF3) from different
leaf-specific promoters and in an inducible manner to
modulate the position, direction, and steepness of this
small RNA gradient. Target gene expression is being
monitored by GUS histochemistry, and miR-ARF3
expression patterns will be determined by in situ hy-
bridizations. The first observations suggest that small
RNA gradients indeed generate sharply defined do-
mains of target gene expression and provide evidence
for dose-dependence in the miRNA gradient—target
gene interaction.

Patterning via small RNA gradients is also being
addressed using a reporter system that monitors the
readout of a miR166 gradient. An miR166-insensi-
tive HD-ZIPIII reporter (PHB*YFP) that is active
throughout the leaf induces an adaxialized leaf phe-
notype. In this background, we express a modified
version of miR166 (miR166*) that specifically cleaves
the PHB*-YFP transcripts. Given the importance of
miRNA dosage to gene silencing, we are expressing
miR166* in an inducible manner in the adaxial or
abaxial epidermis. This allows us to quantitatively
measure the relationship between miRNA gradients
and the spatial patterning of their targets. The first



results show that miR166* expression from the abaxial
epidermis is sufficient to suppress the PHB*-YFP leaf
defects, indicative of movement of this small RNA.
Efforts to visualize the PHB*YFP and miR166* ex-
pression domains are ongoing.

Considering that patterning of the adaxial-abax-
ial axis involves two opposing small RNA gradients,
these might serve to confer robustness onto the leaf
development program by stabilizing the adaxial-ab-
axial boundary throughout organogenesis and under
a range of environmental conditions. Our preliminary
results suggest that the adaxial-abaxial boundary as
visualized by an abaxial reporter is less sharp in sgs3
mutants, which lack the tasiR-ARF gradient, than
in wild-type plants. We are also comparing variabil-
ity in leaf parameters under normal and mild stress
conditions between wild-type and sgs3 mutant plants.
The outcome of these experiments will reveal whether
small RNA gradients provide robustness to the leaf
developmental program under a range of environmen-
tal conditions.

Dissecting Small RNA Mobility in Plants
D. Skopelitis, C. Fernandez-Marco

Given the scope of miRNA-regulated gene networks,
the cell-to-cell movement of small RNAs has impor-
tant implications with respect to their potential as
instructive signals in development or in response to
physiological and stress stimuli. We are using artifi-
cial miRNAs targeting easy-to-score reporter genes to
study parameters of miRNNA movement, such as tissue
specificity, directionality, dose-dependence, and the
kinetics of movement. To investigate miRNA mobil-
ity in multiple distinct developmental contexts, we are
expressing an artificial miRNA targeting a cell-auton-
omous green fluorescent protein (GFP) reporter (miR-
GFP) from a number of promoters with distinct spa-
tiotemporal patterns of expression. Expression of miR-
GFP from the epidermis-specific ATMLI promoter,
mesophyll-specific RBCS promoter, or vasculature
companion cell-specific SUC2 promoter showed that
miRNAs move bidirectionally between all three cell
layers and that the number of cells across which a small
RNA moves is determined in part by its abundance.
Moreover, analysis of GFP fluorescence in the vascu-
lature supports the idea that miRNA-mediated gene
regulation is a dose-dependent process and depends on
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the relative abundance of the miRNA versus the target
mRNA. No GFP silencing was observed in the sym-
plastically isolated stomata, suggesting that miRNA
movement occurs via plasmodesmata, small channels
that connect most plant cells.

Interestingly, production of miR-GFP in young
leaf primordia surrounding the shoot apical meristem
(SAM) resulted in silencing of GFP inside the SAM,
demonstrating that miRNAs traffic from determi-
nate organs into the shoot stem-cell niche. In addi-
tion, miR-GFP was able to move from the vasculature
below the SAM into the niche. These findings suggest
that miRNAs may function as mobile signals between
differentiated tissues and stem cells, possibly inte-
grating environmental/physiological cues and plant
development. Analyses of miRNA mobility in other
developmental contexts are still ongoing, but the data
obtained thus far suggests that small RNA mobility is
developmentally regulated and follows rules that are
distinct from those that govern protein trafficking. In
addition, with the knowledge that miRNAs can traf-
fic from the epidermis into underlying tissue layers,
we are carrying out forward genetic screens to identify
factors influencing this process.

The START Domain Regulates HD-ZIPIII
Activity and Organ Polarity

A. Husbands [in collaboration with V. Yong and
H. Djaballah, Memorial Sloan-Kettering Cancer
Center, New York]

On the basis of our previous observations regarding
the expression and function of miR166 and tasiR-
ARF, it is evident that adaxial-abaxial patterning
involves a cascade of positional signals. The mobile
signals that pattern the newly formed leaf are distinct
from those that maintain polarity during subsequent
development. This project aims to identify additional
signals in adaxial-abaxial patterning. The adaxial
promoting HD-ZIPIII transcription factors contain
a predicted START lipid-binding domain (Fig. 1).
Modeling of the START domain of the HD-ZIPIII
member PHABULOSA (PHB) suggests structural
similarity to human PC-TP, a phosphatidylcholine-
binding START domain. This model and sequence
conservation with other START domains was used
to predict amino acids in PHB critical for START
domain ligand binding. Analysis of Arabidopsis lines
that express PHB-YFP (yellow fluorescent protein)
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Figure 1. Activity of the HD-ZIPIII transcription factors is regulated by the START lipid-binding domain. (A) Schematic rep-
resentation of the domain structure of HD-ZIPIII proteins. (HD) Homeodomain; (LZ) leucine zipper; (START) START lipid-
binding domain; (MEHKLA) MEKHLA/PAS transcription regulatory domain. (B) Representation of the structure of the human
PC-TP START domain modeled in SwissExpasy. (C) Predicted fold of the PHB START domain modeled in SwissExpasy. Amino
acids mutated in the PHB-YFP derivative are highlighted in black arrows. (D) Distribution of phenotypes observed in plants
transformed with various PHB derivatives that either remain under control of miR166 (left) or carry mutations that render the
transcripts resistant to miR166 (right). (PHB) Full-length PHB protein; (PHB*) PHB derivative with critical amino acids in the
START ligand-binding pocket mutated; (PHB-A) PHB derivative with the START domain deleted; (N) number of transformants
analyzed. (E-C) Phenotypes in the transformants were grouped into three categories: (E) Severely adaxialized, indicated in
black; (F) weakly adaxialized, indicated in light grey; (C) largely normal, indicated in dark grey. Mutation or deletion of the
START domain suppresses the ability of miR166-resistant PHB to adaxialize developing leaves.

fusion proteins with mutations in key residues lining
the START ligand-binding pocket indicates that the
START domain is required for proper HD-ZIPIII
function. Such mutations block PHB-mediated target
gene expression, indicating positive regulation of HD-
ZIPIII activity by an unknown ligand.

Experiments to determine the mechanism through
which the START domain controls HD-ZIPIII func-
tion are ongoing. Ligand binding does not appear to
affect the subcellular localization of these transcrip-
tion factors, as confocal imaging showed that the
PHB-YFP derivatives correctly localize to the nucle-
us. Likewise, ligand binding is 