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Governance

The Laboratory is governed by a Board of Trustees of up to 35 members that meets three or four
times a year. Authority to act for the Board of Trustees between meetings is vested in the Executive
Committee of the Board of Trustees. The Executive Committee is composed of the Officers of the
Board and any other members who may be elected to the Executive Committee by the Board of
Trustees. Additional standing and ad hoc committees are appointed by the Board of Trustees to pro-
vide guidance and advice in specific areas of the Laboratory's operations.

Representation on the Board of Trustees itself is divided between business and community lead-
ers and scientists from major educational and research institutions.

The Laboratory is chartered as an educational and research institution by the Board of Regents
of the Education Department of the State of New York. It is authorized to operate a graduate pro-
gram under the name “Cold Spring Harbor Laboratory, Watson School of Biological Sciences” and
thereat to confer the degrees of Doctor of Philosophy (Ph.D.), Master of Science (M.S.), and Doc-
tor of Science (Sc.D.), Honorary.

It is designated as a “public charity” under Section 501(c)(3) of the Internal Revenue Code.
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George W. Cutting, Jr.
4 (1932-2010)

George W. Cutting, Jr., known long to all as “Butch,” was born on July 13, 1932, the son of George
W. Cutting and Mary Converse Cutting of Warrentown, Virginia. A graduate of the Rensselaer and
Brooks Schools, he entered Yale College where he graduated in 1955 as a political science major.
After his 1958 marriage to Lucy Pulling at the Chapel of the Millbrook School (Dutchess County,
New York), which her father Edward Pulling had founded and long directed, they lived in New
York City where Butch was a stockbroker and portfolio manager at Fahnestock and Company. In
1958, he and Lucy moved to Oyster Bay Cove, Long Island, occupying a house that they built off
Yellow Cote Road estate land earlier owned by her grandfather, the illustrious banker, Russell Lef-
fingwell. Amidst the idyllic splendor of his estate’s meadows and fields, Butch and Lucy raised their
four children—George, Jr., Lucy, Cynthia, and Susie.

Liz and I first met Butch and Lucy during the first year of our marriage when Ed and Lucy
Pulling invited us down from Harvard for a February weekend to meet members of the Long Island
Biological Association (LIBA). Ed was then its President, having taken over the reins from Neville
Ford, several years after he and his wife moved to Long Island following his retirement as head-
master of Millbrook. Then, he and his wife moved into Redcote, the wooden-shingled main house
of the Leffingwell estate. Later, Liz and I began to interact much with the Cuttings at the East
Woods School, immediately across Yellow Cote Road from the Leffingwell land. Butch and Lucy
also sent their children there to be educated.

From the moment of my arrival in February 1968 as the Lab’s new Director, I had the good for-
tune to be able to devote almost all of my time to direct its science. All of our fund-raising efforts
aimed at private sources in effect were handled by Edward Pulling. He had no use for a develop-
ment office as long as he was available to make known the Laboratory’s needs. At a late-1970s lun-
cheon at the Piping Rock Club, Ed introduced us to Oliver and Lorraine Grace, who several years
before had moved nearby into a gracious, old waterfront home on Cove Neck. Oliver, long inter-
ested in cancer research, joined the Lab’s Board of Trustees in 1983, and his major gift made possi-
ble the 1986 opening of our Charles Moore—designed Oliver and Lorraine Grace Auditorium. By
then, Ed Pulling, at age 86, thought the time had come to retire as President, telling me that he had
found the perfect person to succeed him—Butch.

Here, Ed made the perfect choice. He knew that Butch, then in his mid 50s, had the time, vi-
sion, and energy to attract even more community support for the Lab’s ever-growing research and
educational programs. Butch, as LIBA’s President, also became in 1986 a member of our Board of
Trustees, having an essential role in the Lab’s Second Century Campaign (1989-1992), serving as
cochairman of its steering body and directing the special gifts committee that focused on the mem-
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bers of LIBA. By the conclusion of the Second Century Campaign, more than $50 million were
raised, allowing construction of the Neuroscience Center to commence in 1992. From the mo-
ment he took over the LIBA presidency, he sensed the need to have its name much more directly
relate to the Lab. In 1991, LIBA became the Cold Spring Harbor Laboratory Association (CSHLA).

As President, Butch always displayed his unqualified enthusiasm for the Lab, believing that the
Lab had to stop being Long Island’s best-kept secret. Joyously, he designed the Lab’s first tie. He soon
correctly sensed that the Association’s long-term future would be best served by a succession of
qualified individuals serving as its President. So, in 1993, he turned over the presidency to Mary
Lindsay. Upon his concurrent retirement from our Board of Trustees in 1993, he was elected an
Honorary Trustee, continuing to regularly attend its meetings for many years.

Although no longer CSHLA President, Butch for many years continued to have an indispens-
able role in our community fund-raising efforts. Particularly important were his convincing his
longtime friend, Skip Hargraves, to head our Planned Giving activities and his temporarily running
our ever-growing Development Office after Susan Cooper’s move, in 1997, to the Trudeau Insti-
tute in Saranac Lake, New York. By then, Butch and Lucy were spending even longer intervals in
their summer house in Homer, on the Kenai Peninsula to the southwest of Anchorage. Frozen fish
always accompanied them home from their summers of much fishing, allowing them to hold each
year much appreciated, salmon-dominated parties for their still many close friends at the Lab.

Butch’s last years were greatly diminished by failure of his kidneys. Lucy valiantly held any fur-
ther decline at bay through skillful overnight dialysis procedures that she watched over while Butch
was asleep. To give her father more normalcy, their daughter Lucy heroically donated to her father
one of her kidneys. Happily, it was immunologically accepted, raising hope that Butch would have
many more years of meaningful life. This, however, was not to be, with a serious heart attack all too
soon putting him back in New York Hospital. Following unsuccessful surgical intervention, he
died on May 13, 2010. Today, his name remains a permanent fixture through our George W and
Lucy Cutting Lectureship in the Watson School and our renaming as “Cutting House” the early
19th-century whaling home on Harbor Road that now serves to house students in the Watson
School of Biological Sciences.

Butch’s enthusiastic love for all things Lab and his warm kindness to all are sorely missed.

James D. Watson
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Charles E. Harris Il
(1943-2010)

Charlie Harris was remarkable both in how he lived his life and how he died. He and his wife Susan
have made invaluable contributions to Cold Spring Harbor Laboratory during the past 20 years that
will yield results well into the future.

Charlie was raised in Jacksonville, Florida and attended public school until his parents recognized
the need to remove him from the rather dysfunctional public school system. He attended the Hill
School in Pottsdown, Pennsylvania for the final 2 years of high school before entering Princeton Uni-
versity. Later, Charlie graduated from Columbia Business School and successfully pursued a career
in the securities industry and as an innovative venture capitalist. He founded Harris & Harris
Group, a venture capital firm, in 1983 and subsequently brought the firm public. This was an un-
usual path for a venture fund, but then again, Charlie was unique.

For the last decade of his career at Harris & Harris, Charlie became one of the most informed
and enthusiastic supporters of the emerging field of nanotechnology, in which he was recognized
as an astute investor. There was something about the merging of an exciting new science and the
opportunity to build new companies that attracted Charlie to this field. It enabled him to interact
with and advise many of the top nanotechnology scientists in academia. He was always encourag-
ing me to integrate nanotechnology into the research programs at Cold Spring Harbor Laboratory,
and he was way ahead of us in this respect.

I know Charlie would have enjoyed this year’s President’s Council fall event, “Tiny Treatments:
The Science of Nanotechnology.” He died just the day before the weekend retreat, but he had e-
mailed me eatlier to say how pleased he was with the agenda. It was Charlie who helped found the
President’s Council in 1994 as a vehicle to support CSHL Fellows. As a venture capitalist, I believe
Charlie looked at the opportunity to support early-career scientists as a smart investment in the fu-
ture. Investing in the best and the brightest young investigators is a hallmark of our institution,
and I view Charlie and Susan’s dedication to the CSHL Fellows program as perhaps one of the
strongest endorsements of our institutional strategy. The returns on investment from this program
are sizable, measurable in terms of scientific advancement and reflected by the grandest of prizes—
the Nobel Prize, which in 2009 went to former CSHL Fellow Carol Greider.

Charlie was also an avid thoroughbred horse owner who raced his horses at many prominent
tracks, including Belmont and Saratoga. He was often conflicted in time among the alternative ca-
reers of family man and father of two, horse owner, businessman, and philanthropist. I remember
the Saturday afternoon of one President’s Council chaired by Charlie that included a trip to Shel-
ter Island on the east end of Long Island. The drive there required a well-planned stop at a sports
bar to watch the Preakness Stakes in Maryland, before we all proceeded to a bird-watching event
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with some of the country’s top birders. Somehow, Charlie always managed to balance a rather busy
schedule and many interests without appearing to be busy.

In 2000, CSHL received endowment funds for The Susan T. and Charles E. Harris Visiting Lec-
tureship, providing students of the Watson School of Biological Sciences the opportunity to inter-
act with the world’s leading scientists. Again, I have to believe that with this gift, Charlie and Susan
made a strategic investment in the next generation of biomedical research by enhancing the edu-
cational experience of some of the brightest doctoral students in the country.

Charlie was elected to the Board of Trustees in 1998 and displayed the same enthusiasm for our
science as he did for nanotechnology. He served on many committees including Finance and In-
vestment, Compensation, Development, Audit, and Research. He helped to recruit some of our cur-
rent trustees and he expanded our network of contacts in both business and academia. We greatly
appreciated his sharp intellect and gentle manner.

More recently, we were privileged to see his strengths in a much more personal and profound way.
Once diagnosed with cancer in the spring of 2009, Charlie began writing and posting a blog chron-
icling his treatment, progression, and personal approach and thoughts about dealing with terminal
illness. Although he was not trained as a writer, his chronicle became a compelling account of the
final chapter of a remarkable life, with deep insights into what it was to live and to face death.

At a memorial service for Charlie on November 3, 2010 in New York, I was touched by the
words of so many of Charlie and Susan’s friends. The comments of Dr. Andrew W. Lo, Harris &
Harris Professor at MIT, brilliantly captured Charlie. “As an academic,” said Andrew, “I'm sur-
rounded by colleagues who make it their business to think critically, objectively, and rationally. But
I don’t think I've ever met a clearer-thinking individual than Charles. He never engaged in the lux-
ury of self-pity, but methodically researched and pursued every avenue of cure that made sense
from an overall cost-benefit perspective. Now this may sound cold and calculating, but on the con-
trary, it was not the cost and benefit to him that Charles was weighing but rather the impact on his
family and friends.”

On June 3, when Charlie decided to stop chemotherapy completely, he began sharing with us
all through blog postings his experiences in dealing with his decision and the progress of his can-
cer. At the urging of his many friends and colleagues, Charlie was persuaded to turn these postings
into a book—a project that he worked on up to the end of his life. Entitled “/ncurable: Life Afier
Diagnosis,” the book was published by the Cold Spring Harbor Laboratory Press in 2011. Charlie
not only made arrangements to cover the costs of publishing, but stipulated that any profits from
the book be dedicated to support research at Cold Spring Harbor Laboratory.

When Charlie was unable to continue writing his blog himself, Susan took over and encouraged
us all to meet Charlie’s bravery with our own. She and Charlie did not allow us to miss the oppor-
tunity to embrace Charlie and celebrate his life while he was still living. Again, I must echo Andrew
Lo’s beautiful remembrance of Charlie and the gift that he and Susan gave us. We were able to be
present in his last months and by allowing us the access to life before death, Susan and Charlie
taught us all a lesson on how to live and how to die.

Bruce Stillman
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PRESIDENT’S REPORT

In his State of the Union address in 1971, President Richard Nixon called upon Congress “to launch
an intensive campaign to find a cure for cancer.” Later that year, the National Cancer Act became
law, the first salvo in what since has been referred to as “the war on cancer.”

After 40 years, where do we stand? This past year, cancers killed more than 550,000 Americans.
More than three times that number were newly diagnosed. These figures make clear that a “cure” is
nowhere in sight. Yet, four decades ago, it seemed plausible to imagine that we were on the trail of
a single killer. Today, we possess the sobering knowledge that our quarry is actually hundreds of dif-
ferent illnesses and that it is unlikely that a single magic bullet will bring cancer’s carnage to a halt.

Cancer is so very much more complicated than we understood it to be in 1971. Over four
decades, a major national investment in basic biological research—performed at Cold Spring Harbor
Laboratory and academic and clinical centers of excellence across the nation and around the world—
has yielded increasingly detailed knowledge of cancer at the genetic, cellular, and tissue levels. That
knowledge has brought us the first effective targeted therapies for certain cancer subtypes. These
point the way to a much more encouraging future.

I would like to recognize in this report a few of the landmark discoveries in which Cold Spring
Harbor Laboratory scientists have had important roles, as prelude to describing a new Cancer Ther-
apeutics Initiative. Grounded in such outstanding basic science, I am optimistic that the powerful
approach we are taking at the Laboratory will contribute in the coming years to turning many major
cancer types into manageable chronic illnesses or even cures.

Forty years is an eternity in biomedical science. It is important to remember that when a patient
went to a clinic in 1971, there was very little that an oncologist could determine except for the fact
that a cancer was present. Pathology on the tumor could help determine prognosis, but the ability
to characterize tumors beyond gross pathology was rather limited. There were plenty of chemother-
apies available, but responses to them were essentially hit or miss.

Forty years ago, we knew that the genetics of individual cancers was important. We knew that
cancer cells had abnormal chromosomes compared to those of normal cells. But the concept that
specific genes caused cancer had not yet been clearly formulated. Our initial focus, beginning in
1968 when Jim Watson became director of Cold Spring Harbor Laboratory and trained his sights
on cancer, was on cancer-causing viruses because they carried genes that could promote cancer.

The notion that cancer could have a viral origin dates to the early 20th century and the work of
Peyton Rous at The Rockefeller University, who discovered a virus in a type of chicken tumor that
could be transferred via injection to baby chicks, which were subsequently observed to develop tu-
mors. In the mid 1970s, J. Michael Bishop and Harold Varmus at UCSF found a gene in healthy
chickens called c-sr¢ that was nearly identical to the cancer-causing gene in Rous sarcoma virus.
They concluded that the oncogene in the virus did not represent a true virus gene but instead was
a version of the normal cellular gene that the virus had acquired during replication in the host cell
and thereafter carried along.

In 1981, Michael Wigler here at Cold Spring Harbor Laboratory was one of three researchers in
the United States who independently discovered the first human oncogene, called RAS. It belongs
to a family of genes critical in signaling networks that regulate cell growth and division. Soon there-
after, CSHL scientist Earl Ruley and MIT’s Robert Weinberg began to reveal some of the mecha-
nisms through which oncogenes promote cancer. Their work shed light on the phenomenon of
cooperating oncogenes, instances in which the progression of cancer depends on the products of
two or more cancer-promoting genes, none of which is sufficient to cause cancer.
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This notion dovetailed with the multiple-hit theory of oncogenesis, which led to the idea that
cells in our body had to acquire mutations in multiple oncogenes. Following pioneering research
by Alfred Knudsen at the Fox Chase Cancer Center, whose studies linked inherited cancer with
spontaneous mutations in adult cells and predicted the existence of tumor suppressor genes, Ed
Harlow at CSHL demonstrated that oncogenes could inactivate tumor suppressors, thereby pro-
viding another view of genetic cooperation to produce tumors. Thus, cancers could result not simply
from the actions of cancer-promoting oncogenes—which encoded proteins that accelerated growth
within the cell—but also from the simultaneous absence of action on the part of genes called tumor
suppressors, whose normal function was to prevent cellular growth from running amok.

These early studies identified the kinds of malfunctioning or mutated genes that were at work in
oncogenesis, and what mechanisms and pathways they undermined to permit uncontrolled cell pro-
liferation and prevention of cell death, both of which were required for tumor progression. In parallel
with the genetics of cancer was basic research on cell proliferation control in which many labs at
CSHL had a major role and which proved important for understanding cancer. From the mid 1980s
to early 1990s, CSHL scientists helped piece together an increasingly comprehensive molecular pic-
ture of replication of the genetic material in the cell nucleus and the workings of the cell division
cycle that governed how cells proliferate. Defects in the control of cell proliferation are the main
drivers of cancer progression, causing increasingly complex mutations in cancer cells that further
promote tumor growth, loss of normal controls on cells within a tissue, and eventually metastasis.

In the mid 1970s, CSHL alumni Philip Sharp at MIT, Richard Roberts and Louise Chow at
CSHL, and their colleagues made the brilliant discovery of “split genes,” Nobel Prize—winning re-
search that enabled us to see how the RNA messages of genes could be spliced together in multiple
ways, to generate different proteins from a single gene. As Adrian Krainer has shown in recent years,
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this alternate splicing contributes to the emergence of cancer in humans. Most interestingly, Adrian
has shown, together with Harvard’s Lew Cantley, that the switching by RNA splicing from one
form of a gene to another form can endow cells with completely different metabolic outcomes, mak-
ing cancer cells very different from normal cells. These metabolic changes will likely provide new
therapeutic opportunities that exploit basic differences between cancer and normal cells.

With the realization that cancer is fundamentally a genetic disease, it became imperative that we
understand the entire human genome. The 1990s marked the beginning of the effort to sequence
the human genome and the genomic era in cancer research, and CSHL was among the leaders and
innovators. The essence of genomics is captured beautifully in work first performed by Mike Wigler
and colleagues around this time. They devised ingenious technical means with which to compare
thousands of genes at a time in tumor samples and a patient’s corresponding healthy tissue. This
immediately led to the discovery of the PTEN tumor suppressor gene, mutated in many human
cancers. Since 2003, Mike and his collaborators have also called our attention to areas of deletion
and amplification across entire genomes, revealing, respectively, a vast array of tumor suppressor
genes and oncogenes. This research has introduced a new dimension to the search for the genetic
culprits of cancer—phenomena such as gene copy-number variations—not known to exist at this
scale before the advent of technologies that study the entire genome.

Amplified and deleted genomic segments in our genome are commonplace. We all have them,
and they are often harmless. But when they occur in certain parts of our DNA, the impact can be
devastating. Alea Mills of our faculty has provided an excellent example in the context of cancer.
Following up on knowledge that a large region of human chromosome 1 was very often deleted in
human cancers, Alea was able to determine that the region contained a novel tumor suppressor
gene, CHDS5, that proves to be a master control switch regulating other tumor suppressor genes.

The pace of our insights has grown along with our technological capabilities. It has proven possible
to “mine” comparative genomic data obtained from tumor samples to identify, for instance, all over-
expressed genes in a particular cancer and then to overexpress the corresponding genes in laboratory
mice. It has also been possible to use designer short hairpin RNAs, members of a class of naturally
occurring small RNA molecules studied in Greg Hannon’s laboratory, to identify many new tumor
suppressor genes or to screen for new therapeutic targets in human cancers.

Building upon human genetics research from Mike Wigler, Jim Hicks, and their clinical colleagues
Scott Powers and quantitative biologist Alex Krasnitz have identified many genomic regions in human
cancer tissue that are either amplified or deleted, enabling insights gleaned from patients to be incor-
porated into the development of animal models of many cancer types, including liver, colon, prostate,
pancreas, and breast cancers, as well as various types of leukemia. In recent years, Scott Lowe and
others have made great strides with “mosaic” mouse models, genetic hybrids that use tissue-specific
stem cells to introduce quickly into mouse cells the same genetic mutations found in human tumors.
These mosaic mice have tumors that mimic the course of human cancers, enabling assessment of why
chemotherapy works in some patients and not in others, and validation of whether new therapeutic
targets will work on cancers that are resistant to current treatment.

We have learned that the underlying genetics of a tumor determines its response to therapy and
can therefore be exploited for both diagnosis and prognosis of tumor subtypes. Carrying this analysis
further, Mike Wigler and Jim Hicks developed a method to study genomic heterogeneity within a
patient’s breast tumor, allowing them to identify cellular subpopulations as well as map their spatial
organization. This analysis was used to advance our understanding of how a tumor evolves over
time, driven by genetic changes that are not visible if the entire tumor is considered to be uniform.

Using powerful RNA-based tools developed at CSHL, we are learning how to identify new targets
for cancer therapy and to probe why an existing targeted drug works brilliantly for one patient and
fails utterly with another. Previously, both might superficially have appeared to have the same kind
of cancer, but now genetic analysis can separate tumor responses into subgroups, even within a par-
ticular tumor tissue type. RNA-based technology and cancer genetic techniques are also enabling
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CSHL scientists to study closely the perplexing phenomenon of resistance to existing drugs. It is
now very clear that new, targeted therapies have to be developed for each genetic subtype of tumor.

Targeted therapies made a huge impact with the development of Gleevec, designed specifically
to block an oncoprotein produced by a mutant gene in the so-called Philadelphia chromosome, a
misshapen chromosome discovered at the University of Pennsylvania and Fox Chase Cancer Center
in 1960 and now understood to be the result of a translocation—a fragment of chromosome 9 fused
to a fragment of chromosome 22. Gleevec helps only those patients who have this uncommon mu-
tation, which is the cause of most cases of an acute blood cancer called chronic myelogenous
leukemia, or CML.

Similarly, Tarceva is a drug that very specifically blocks the product of a mutant version of a gene
called EGFR (epidermal growth factor receptor), present in a subset of lung cancer cases. Like
Gleevec, Tarceva is not an indiscriminate killer of cells, both cancerous and healthy, like old-line
chemotherapies. Rather, it works well in many patients who have a specific EGFR mutation, but it
does not help those whose lung cancers have other genetic drivers. However, Tarceva, when effective,
typically holds the cancer at bay only for a year or two and then drug resistance emerges. Raffaella
Sordella’s lab at CSHL recently has found a new mechanism by which responsive lung cancers de-
velop resistance to the drug,.

The problem of resistance suggests the difficulty of the task before us and leads me to caution
against undue optimism that “a cure” is just around the bend. There are 50-odd major types of
human cancers based on tissue type alone, and there are probably six or seven important subtypes
within each tissue type (and maybe more), each one of which needs to be treated with what I an-
ticipate will be a cocktail of targeted drugs rather than a single one. Only then will the resistance
that cancers naturally develop be avoided. In the not-distant future, therefore, major cancers will
be treated in the manner that we now treat HIV infections, with multdiple drugs that minimize the
development of resistance. For now, therefore, chronic management of cancer is a more realistic
prospect than its eradication, and this will be a major advance if the targeted drugs do not cause
major side effects, as in the case of Gleevec.

Our Cancer Therapeutics Initiative brings together many of the innovative elements I have dis-
cussed here. Beginning, importantly, from human tumor samples—which we obtain through our
collaborations with leading clinical centers—we use our state-of-the-art sequencing and genome
analysis capabilities to generate tumor profiles. Working with subsets of genes that emerge for genetic
analysis of human tumors, RNA interference (RNAI) technologies can rapidly identify the Achilles’
heel of the cancers and suggest new therapeutic targets. Validation of these targets in mouse models
of human cancer will most likely increase the success rate of drugs that eventually enter into the
clinic. We have learned the hard way that there is no substitute for observing the molecular mech-
anisms of cancer and their response to therapies within the incredibly complex living environment
in which actual cancers emerge, grow, and spread.

The net impact of our initiative—which I estimate will cost $100 million over a period of years—
will be the ability to systematically discover and rapidly validate new targets for cancer drugs. Such
an initiative will require constant interactions with the pharmaceutical industry to bring the validated
targets to human clinical studies. This will require seamless interactions among scientists in industry
and academia. Academic scientists lack the resources to develop drugs, and given well-validated car-
gets, industry has proven to be very effective at developing drugs that work. The problem is that in-
dustry has not been good at discovery of targets with a high probability of clinical success. This is
where I expect academia will excel.

While the Cancer Therapeutics Initiative is needed, CSHL will continue vigorously to pursue
basic research on small RNAs, genome structure and organization, cellular signaling pathways and
networks, and other aspects of fundamental biology, work that will lead us to other new technical
capabilities and understanding. It is possible that research performed on our campus will help solve
the technical problems that currently prevent us from using RNAI to directly shut down cancer genes
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in human patients. Other areas of basic research, notably on the immune system, tumor metabolism,
and tumor microenvironment, are likely to be of increasing importance in the years just ahead.

There is one additional element in our fight against cancer that I would like to mention, and it
concerns the current state of our clinical trials system. If we and others are successful in identifying
novel, very specific drug targets in subtypes of the major cancer killers, it is vitally important that
drugs developed against these targets not get bogged down in regulatory delays. A drug recently de-
veloped against a comparatively rare genetic mutation in lung cancer gene called ALK provides a
case in point. A recent early-stage clinical trial of an experimental drug called crizotinib was notably
successful in patients with non-small-cell-lung cancer (NSCLC) who harbored the ALK mutation,
with tumor shrinkage and stabilization in the range of 85%. Strikingly, about three-quarters of the
patients remained on the drug after the clinical trial met its endpoint. Under the current system,
the FDA will require the drug developer to randomize treatment in a phase III trial, splitting a
group of ALK-positive patients into two groups, only one of which will receive the drug. The desired
endpoint would be to demonstrate a survival advantage, a process that takes years to play out.

Proceeding in this manner I would argue is unethical and costly. In some cases, such as this one,
phase III trials could be bypassed. A drug showing overwhelming responses in multicenter, early-
stage trials in a cancer type with poor prognosis should promptly be granted temporary approval. It
should be placed directly into broad clinical use in appropriate genetically screened patients who
wish to be treated with it, including early-stage cancer patients. The drug’s developer, meantime,
should be required to report the full course of all patients, irrespective of outcome. Hospitals and
clinics performing these trials should be protected from patient litigation if the therapies do not
work, allowing multicenter trials to proceed unhindered by legal complications. For a period of
years, all adverse side effects and outcomes should be reported and the drug’s temporary approval
rescinded if previously unnoticed safety issues emerge or if the drug proves not to have the desired
effect when a larger group of patients have been treated. Short of this, however, I believe humani-
tarian and cost considerations demand that a new drug found to have overwhelming initial success
in a genetically defined subpopulation of patients with otherwise poor prognosis should be made
available while further data on efficacy and side effects are being collected.

If we are serious as a society about advancing the state of cancer treatment, we should rethink
the clinical trials process, particularly as we use new methods of discovery made possible by decades
of remarkable basic scientific and clinical research to find the next generation of targeted therapies.
These, if used in combination treatments, promise to make cancer a disease that millions of Amer-
icans will be able to live with, while enjoying a decent quality of life. It is not an easy goal, but one
that should be among the nation’s highest priorities.

Bruce Stillman, Ph.D., F.R.S.
President
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Research

Research at Cold Spring Harbor Laboratory (CSHL) has a major impact in the areas on which our
principal investigators focus: cancer, neuroscience, plant biology, and quantitative biology. It has
often been noted that our influence is especially remarkable for an institution of CSHL’s compar-
atively small size. A recent survey by the respected science publisher Thompson Reuters in fact
placed CSHL first in a group of 20 “heavy hitters” in molecular biology and genetics, selected from
among 42,000 research institutions worldwide. During the first decade of the 21st century, research
papers based on work conducted in CSHL laboratories had more impact—as measured by their
frequency of citation by peers—than papers originating in any other institution, including the Mas-
sachusetts Institute of Technology, the Salk Institute for Biological Studies, Memorial Sloan-Ket-
tering Cancer Center, The Rockefeller University, and Harvard University.

This survey is not the only measure of our worth or that of any institution, but it does suggest
the power of the work being performed at CSHL and its relevance, as measured by those who use
it—our colleagues at laboratories throughout the nation and across the globe. Together, we are en-
gaged in a vital enterprise, in which we bring all of our intellectual skills and technical ingenuity to
bear on fundamental questions of biology and generate knowledge that forms the basis for biomed-
icine to move forward in its mission to relieve the major causes of human suffering. Below, we sum-
marize just a few of the many fascinating and important findings made by CSHL'’s dedicated team
of investigators during 2010.

Antisense Therapy Reverses Spinal Muscular Atrophy in Mice

Professor Adrian Krainer achieved a milestone this past year in his continuing
effort to understand spinal muscular atrophy (SMA), the leading genetic cause
of death in infants. SMA is the result of mutations in the survival of motor
neuron 1 (SMNI) gene. These lead to abnormally low levels of SMN protein
in motor nerve cells of the spinal cord and to the degeneration of those cells.
Last year, Adrian and colleagues identified a compound that stimulates SMN
production by altering RNA splicing. This year, they carried the work an im-
portant step further: By introducing chemically modified pieces of RNA called
antisense oligonucleotides (ASOs) into the spinal cords of mice, they succeeded
in reversing symptoms of Type III SMA. This result exemplifies how superb
basic science—in this case, work in the Krainer lab on the cell’s splicing ma-
chinery—can be fertile ground for value-added science, the kind of research activity that adds commercial
value to fundamental discoveries. Krainer’s team has collaborated with scientists at Isis Pharmaceuticals
in designing and synthesizing ASOs, which can be designed to bind to any piece of RNA. The team ze-
roed in on an ASO that optimally enhanced the inclusion of an exon that in people with SMA is
“skipped” by cellular machinery that cuts and pastes bits of RNA “message” together to form a template
for protein manufacture. A particularly encouraging aspect of the team’s progress this year was learning
how to overcome barriers to delivering ASOs directly into the fluid that surrounds the brain and spinal
cord. The treatment’s therapeutic effect in mice persisted for half a year after it was discontinued, indi-
cating that the ASO is very stable. In addition, the team reported no inflammation or toxicity.

A. Krainer

Reversing Alzheimer’s-like Memory Loss in Drosophila

Work published this year by Professor Yi Zhong’s team demonstrated a means of reversing memory
loss in fruit flies caused by brain plaques similar to those implicated in Alzheimer’s disease. Modeling
a complex human illness such as Alzheimer’s is an important goal of basic science, and the fly pro-
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vides us with a suitably simple starting point. The fly brain should not be underestimated,
for in it we see significant conservation of DNA sequence found in human genes known
to affect the structure and function of neural networks. Protein fragments of the B-amyloid
molecule associated with Alzheimer’s are known to alter many cell-signaling proteins such
as phosphoinositol-3 kinase (PI3K), causing a wide range of neuronal dysfunctions. In
flies engineered to produce the human B-amyloid protein in their brains, Yi’s team set out
to better comprehend the molecular basis of memory loss. This yielded a finding that went
against received wisdom that attributed a protective role to the kinase. Yi’s team instead
found that the increased PI3K activity caused a type of neurotransmission that is patho-
logically enhanced when B amyloid is present in the fly brain. Injection of chemicals that Y. Zhong
block the kinase’s action and separate efforts to turn off the gene that encodes it both had

the effect of restoring normal signals in the fly brain. This research also intriguingly suggests that

brains affected by Alzheimer’s might become insulin resistant because of elevated PI3K activity.

Thus, the kinase becomes a potential target for novel therapeutics.

A Possible Inflammatory Component in Resistance to a Targeted
Lung Cancer Drug

A critical question about cancer concerns the molecular mechanisms involved in resistance to
chemotherapy. Particularly vexing is the phenomenon of resistance to the best drugs developed to
date, so-called targeted therapies. Assistant Professor Raffaella Sordella’s lab this year shed new light
on resistance to Tarceva (erlotinib), a targeted therapy approved in 2004 for a subset of patients
with non-small-cell lung cancer (NSCLC) and for some patients with pancreatic cancer.
Tarceva’s molecular target is known—the cell membrane receptor called epidermal growth
factor receptor (EGFR)—as are processes that lead to about half of observed cases of re-
sistance. But what about the other 50%? Raffaella and colleagues from Weill Cornell Med-
ical College and the Boltzmann Institute in Vienna discovered a subpopulation of NSCLC
cells that are intrinsically resistant to Tarceva. These tumor cells were observed to secrete
elevated amounts of a growth factor called transforming growth factor-f (TGF-f), which
in turn increases secretion of interleukin-6 (IL-6), an immune signaling molecule. Signif-
icantly, these effects were independent of the EGFR pathway. The team therefore hypoth-
esizes that inflammation is one of the factors that can render a tumor cell resistant to
treatment with Tarceva. R. Sordella

A Protein Linked to Leukemia “Bookmarks” Highly Active
Genes in Dividing Cells

When CSHL Fellow Christopher Vakoc and colleagues demonstrated this year how so-called epi-
genetic instructions are stably transferred from one generation of cells to the next, they provided a
compelling explanation of how a protein called MLL (mixed lineage leukemia) may be
involved in triggering leukemia. During cell division, gene activity is normally shut down
temporarily. The dividing cell’s chromosomes condense and expel most of the proteins
that cling to them, which are called epigenetic marks. These marks at other times in the
cell cycle help to determine which genes are accessible to the cellular machinery and can
be expressed and which genes are inaccessible and cannot be expressed. Unlike most other
chromosome-bound epigenetic marks, Chris’ team found that the MLL protein stays teth-
ered to the genetic material during cell division. It acts as a “bookmark,” preserving a bit
of vital gene expression information. But as the cell divides, sometimes the MLL proteins
shift to new locations on the chromosome. Interestingly, they seem to attach to genes that
are the most active before cell division shuts down all gene activity. This, in turn, can draw C. Vakoc
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other proteins to the same area, with the net effect of jump-starting gene expression. Chris is now
studying how MLL mutations might promote the abnormal proliferation of cells in leukemia.

A Potential Way to Reverse Cancer Cell Metabolism and Tumor Growth

Eighty years ago, Nobel laureate Otto Warburg observed the altered metabolic state of cancer cells
and tried to connect it, biochemically, with processes that give rise to the rapid proliferation that
characterizes cancer. In particular, cancer cells are distinct in the way in which they metabolize glu-
cose. They also produce large quantities of a by-product called lactate. A protein called PK-M2 is a
key mediator of glucose metabolism in cancer cells, and this year, Professor Adrian Krainer led a
group including researchers at Harvard Medical School and The Broad Institute that discovered
three molecular factors contributing to high levels of PK-M2 in cancer cells. PK-M2 is one of two
isoforms, or slightly varying versions, of an enzyme called pyruvate kinase. A single gene called PK-
M gives rise to both, via alternative splicing. Adrian’s expertise in splicing helped the team to un-
derstand how the benign isoform of the enzyme, PK-M1, is switched off and the dangerous M2
isoform is switched on in cancer cells. By manipulating three known splicing factors, the team was
able to halt M2 production and separately to restore production of the benign M1 isoform. This
sheds light on the so-called Warburg Effect and points to possible new targets for drugs that might
reverse the pathological metabolism of cancer cells.

How Blood Stem Cells Are Maintained in the Bone Marrow Niche

Hematopoietic stem cells (HSCs) have unique abilities that are prized by medical re-
searchers. They can self-renew and develop, or differentiate, into any kind of blood cell,
which enables them to replenish the body’s entire blood and immune system. Researchers
have understood that these qualities are traceable to a distinct locale or niche within the
bone marrow that HSCs target, but the identity and function of the niche-forming con-
stituents had not been clearly defined undil this past year, when Associate Professor Grigori
Enikolopov and colleagues from the medical schools at Harvard, Albert Einstein, and
Mount Sinai published a report in the journal Nature. HSCs retain their unique features,

they observed, in response to signals from another stem cell population, called mesenchy-
G. Enikolopov mal stem cells (MSCs), that create a supportive bone marrow niche for the HSCs. It was
the first demonstration that one type of stem cell could regulate another type of stem cell.
In a series of experiments, Grisha and the team discovered that genetic factors essential for HSC
maintenance are highly concentrated within neighboring MSCs. They speculate that if we can con-
trol the niche, we can also manipulate the HSC population within it. This raises the prospect of de-
veloping a drug to target the niche in order to enhance stem cell production. This would be useful
in regeneration therapies or could help to prevent the development of certain leukemias and other

illnesses related to unregulated stem cell proliferation.

Next-Generation Sequencing Enables Team to Find
Cause of Devastating Rare Illness

Professor Gregory Hannon and his talented graduate student Yaniv Erlich—who in 2010
received his Watson School doctorate as well as a prestigious appointment as a Fellow at
the Whitehead Institute—were part of an international team that discovered a genetic
mutation that causes Joubert syndrome, a rare inherited neurological disease found most
often among Ashkenazi Jews. Children whose parents both carry a copy of the mutated
gene, and who inherit a copy from each, develop devastating pathologies including mal-
formation of the brain, developmental delay, and muscular and visual impairment. The
CSHL contribution to the discovery of the mutation’s precise location involved a tech-
nological insight. Rather than sequence the entire genome of patients in search of the ge-

G. Hannon netic culprit, which would be time-consuming and very costly, the team could use a
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powerful genome fractionation method devised by Greg’s team to sequence only those portions of
the genome that encode proteins. This is called the exome, and it consists of less than 2% of the
entire human genetic sequence. This was one of the very first instances in which next-generation
sequencing was used to find the genetic cause of a rare disease and demonstrates that similar methods
can be used to find the causes of other uncommon illnesses that otherwise might not get the atten-
tion that their sufferers so desperately need.

Identifying the (Few) Protein Differences between Neanderthals
and Modern Humans

A closely related sequencing technology enabled Professor Hannon, postdoctoral researcher Emily
Hodges, and others in Greg’s lab to play an important part in a story that Science called one of
2010’s most important. After years of effort, a team led by Svante Piibo at the Max-Planck Institute
in Germany succeeded in piecing together a draft of the full genome of our Neanderthal predeces-
sors. This was notable in part because the bone fragments from which the DNA was sampled were
so old—approaching 40,000 years. But it was also remarkable because the fragments were highly
corrupted, some containing as little as two tenths of 1% of Neanderthal DNA. One challenge was
how to sift such a tiny portion from the corrupted remainder. This was where the Hannon lab’s
technique called array-capture resequencing proved to be especially useful. They used it to sequence
14,000 genes known to be different in humans and our closest relatives on the tree of life—chim-
panzees. Although about three-fourths of the proteins encoded by those genes are different in hu-
mans and chimps, Greg’s team showed that stunningly few of them differed in humans and
Neanderthals. In fact, they found only 88 amino acid differences, correlating with 83 proteins. In
that register, at least, we are scarcely different from the “cave men.”

A Gene Variant Is Found to Dramatically Boost Tomato Yields
and Sweetness

Superb basic science gives rise to perspective-altering discoveries such as the one just de- L 3
scribed, but it also leads to insights that have immense practical value. An example can be
found in the work of Assistant Professor Zachary Lippman, who in collaboration with
scientists at Hebrew University in Israel identified a gene that pushes hybrid tomato plants
to increase their yield by as much as 60%. Not only is the yield-boosting power of the
gene—which works when plants make flowers—active in different species of tomatoes
and under a range of environmental conditions, it also can help to boost the yields of
many other flowering crops. The team made the discovery while hunting for genes that
boost hybrid vigor, a property first noted by Charles Darwin and then rediscovered at
CSHL by George Shull a century ago. Hybrid vigor, or heterosis, can be seen when the Z. Lippman
breeding of two plant varieties gives rise to a new generation with higher yield than either

of the parental lines. The key to the spectacularly high yields in Zach’s plants was a mutation that

leaves only one active copy (instead of the normal two) of the florigen gene, whose function is to
instruct plants to cease making leaves and begin making flowers, which in turn produce fruit. Zach

tells us, incidentally, that the super-high-yield tomatoes are surprisingly sweet because the florigen

mutation also boost plants’ sugar production.

An Asexual Path to Limitless Food Plant Yield?

A very different approach to boosting yield in food crops is to bypass sexual reproduction altogether.
Indeed, this has been a fantasy of plant breeders for many years. When male and female gametes—
sperm and egg—combine randomly to generate a unique seed during sexual reproduction, valuable
parental traits that have been selected by breeders are erased. A subset of plants does reproduce asex-
ually, however, through a process called apomixis. The offspring of the common dandelion, for in-
stance, are clones of the parent. In 2010, Professor Rob Martienssen collaborated with scientists in
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Mexico to try to coax a flowering plant, the mustard plant Arabidopsis thaliana, to repro-
duce via apomixis. Key to the experiment was shutting down the activity of a protein called
Argonaute 9. By doing this, the team tricked an Arabidopsis ovule into manufacturing
multiple gametes, rather than one. These gametes carried the full complement of genetic
material for the next generation, then, and not half; as is the case when the plant reproduces
sexually. The offspring were, in this sense, clones. Intrigued by the observation that mobile
genetic elements, or transposons, seemed to promote sexual reproduction, it seemed logical
to Rob and colleagues to find a molecule that could silence transposons—Argonaute 9 is
one—and determine whether it inhibited sexual reproduction. They succeeded. The trick
R. Martiensson now will be to detect whether this approach works in other plants that reproduce sexually
and then specifically in the subset on which we rely for food.

A Protein Critical for Activating DNA Replication

My own research group discovered how a protein called DDK, an essential activator of DNA repli-
cation, actually triggers DNA replication in cells. DDK (for Ddf4-dependent protein 4inase) is an
enzyme that attaches phosphate molecules to other proteins to modify their activity. We found that
it performs this operation, called phosphorylation, on a protein called Mcm4, specifically within a
domain that acts as a built-in brake to prevent the DNA double helix from being unwound. The
phosphorylation by DDK releases this brake, thus initiating the replication of unwound DNA
strands. Because DDK is often deregulated in human cancers, this new understanding of its role in
DNA replication may help to shape the development of new cancer therapies. Indeed, anti-DDK
drugs have recently been introduced into the clinic. The discovery of this self-inhibitory activity
within Mem4 and the finding that DDK is required to overcome it were a surprise. It leads us to
ask, why such complexity? We suspect that it might have evolved in response to the importance of
precision and accuracy in DNA replication. This fits with the broad picture that we have assembled
over the years of how replication is coordinated and controlled by kinase proteins.

Cold Spring Harbor Laboratory Board of Trustees

The Board of Trustees, which includes up to 35 members, meets in full, executive, and other com-
mittee sessions numerous times throughout each year to perform its duties as the governing body
of the institution. Many significant developments related to board leadership occurred this year and
deserve mention.

On behalf of the board, I would like to thank Eduardo G. Mestre, who served on the board since
2001 and was Chairman from 2004 to 2010. With Eduardo’s leadership during the first decade of
the 21st century, CSHL achieved unprecedented growth and expansion in infrastructure and pro-
grams. Serving on committees ranging from Capital Campaign, Executive, Nominating, Research,
and Robertson Research Fund, he challenged fellow trustees and the
leadership of the Laboratory to think strategically. As a result, we were
able to prevail in the face of significant external challenges that threat-
ened support for basic research across the country. I am pleased that
he will remain associated with CSHL as an honorary trustee.

On November 6, 2010, the board elected a new Chairman, Jamie
C. Nicholls, and new slate of officers: Vice Chairs Robert D. Lindsay,
comanaging partner Lindsay Goldberg, and Marilyn Simons, President
of The Simons Foundation; Treasurer Leo Guthart, CEO of Topspin
Partners; and Secretary Ed Travaglianti, President of TD Bank, Long
Island. I look forward to working closely with Jamie, who, as CSHL
Treasurer since 2009, has demonstrated her unique ability to translate
E.G. Mestre, D. Ayres her business expertise to the nonprofit, academic world.
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Four new trustees were elected to the CSHL Board of Trustees this year: Tania Baker, Howard
Hughes Medical Institute Investigator, E.C. Whitehead Professor, and Codirector of the biology
graduate program at Massachusetts Institute of Technology; David Boies, Chairman of the law firm
Boies, Schiller and Flexner LLP; Howard Morgan, President of Arca Group Inc. and Director of
Idealab; and Dinakar Singh, founding partner of TPG-Axon Capital.

Thank you Lola N. Grace, Vice Chairman from 2004 to 2010, for your enduring commitment
to CSHL. Lola retired from the Board this year and was elected an honorary trustee. Lola served on
the Board of Trustees since 1995, playing an active part as a member of many committees and pro-
viding leadership as an officer since 1998.

We also extend our affection and gratitude for devoted service to retiring trustees Kristina Perkin
Davison (2002 to 2010) and Laurence F. Abbott (2004 to 2010).

Two dear friends and former trustees passed away this year. We fondly remember George W. Cut-
ting, Jr. and Charles E. Harris III, who both contributed in unique and generous ways to the growth
of CSHL’s research and education programs. “Butch” Cutting was instrumental in the formation of
the Long Island Biological Association, which was later named the CSHL Association. Butch served
on the CSHL Board of Trustees from 1986 to 1993. Charlie served on the Board from 1998 to 2004
and was a founder of the President’s Council, created to support the CSHL Fellows program.

CSHL Association

Thank you to the Cold Spring Harbor Laboratory Association (CSHLA) active leadership team of
President Tim Broadbent and 25 elected directors, who organized events and letter-writing cam-
paigns to raise $5.6 million of unrestricted funds in support of early-career scientists at CSHL.
This year, more than 140 women gathered at Peacock Point, an exclusive enclave of Long Island’s
Gold Coast, for the Women’s Partnership for Science lecture and luncheon: “Autism: Breaking the
Code.” The speaker, Alea Mills, Ph.D., has received numerous awards for her work in the field of
cancer research and has recently turned her expertise in molecular biology toward understanding
the genetic basis of autism. Alea spoke about her recent success in generating a novel mouse model
with a chromosomal abnormality that is frequently found in children with autism. These mice,
which demonstrate the unique behavioral features of humans with autism, are the subjects of intense
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research in her lab as well as with a team of neurobiologists at CSHL. In its 9th year, the event
started by Kristina Perkin Davison has raised more than $500,000 to benefit the research of CSHL’s
female investigators.

Other friend-raising and fund-raising events initiated by the CSHLA directors included hosting
a Regional Junior Chess Tournament and a Major Donor Reception in Old Westbury at the home
of Cornelia Guest.

Research Faculty

Awards

Professor and Neuroscience Program Chair Tony Zador was awarded a prestigious $2.17 million
Transformative Research grant by the National Institutes of Health. He will use the 5-year research
grant to analyze the connectome—the brain’s wiring—and determine how its disruption
leads to diseases such as autism.

Tony also received one of seven Distinguished Investigator grants from the Paul G. Allen
Family Foundation. These—the first of their kind—are part of a program launched by the
Foundation to advance important neuroscience and cellular engineering research. Tony,
whose grant totals $1.6 million, proposes to develop a highly efficient method for deter-
mining the neural wiring diagram for any genetically accessible organism, a crucial require-
ment for understanding how the brain functions.

Assistant Professor Adam Kepecs was named a John Merck Scholar and received a
T Zador $300,000 research grant to develop new technologies that would help to reveal the role of
the cholinergic nervous system in cognitive tasks involved in learning and attention.

Adam also won recognition in the fall as a finalist for the Eppendorf and Science Prize
in Neurobiology. The award recognizes outstanding international neurobiological research
by a young, early-career scientist, as described in a 1000-word essay based on research per-
formed within the last 3 years. Dr. Kepecs’s essay, entitled “Are you certain? The neural
basis for decision confidence,” is available online at www.sciencemag.org.

Assistant Professor Raffaella Sordella received the 2010 Damon Runyon—Rachleff In-
novation Award to carry out bold, high-risk research to determine the molecular basis of
cancer drug resistance and strategies to overcome it, a result that could provide life-chang-
ing benefits for a large number of cancer patients.

In November, Genome Technology asked researchers in the field of systems biology to
identify its rising stars. Three of the 24 rising stars on the list were from CSHL. Two are
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recent WSBS graduates: Yaniv Erlich, for work in “Fast-Paced Bioinformatics,” and
Nicholas Navin, for work in “The Evolution of Cancer Tumors.” Assistant Professor
Michael Schatz was recognized for his work on “Genome Assembly and the Cloud.”

I was honored to receive the 2010 Louisa Gross Horwitz Prize from Columbia Univer-
sity with Thomas J. Kelly, M.D., Ph.D., of Memorial Sloan-Kettering Cancer Center, for
our work in elucidating mechanisms involved in the process by which DNA—the genetic
material contained within the nucleus of nearly all our cells—replicates itself. Tom and I
are proud to have contributed to understanding the way cells work in humans and to have
shed light not only on the duplication of normal cells, but also on how the process goes
awry in cancer.

New Staff

Fritz Henn, Professor, joined CSHL from neighboring research institution Brookhaven
National Laboratory (BNL), where he oversaw the biology and medical departments
and performed research, often using sophisticated imaging techniques, that has con-
tributed to our knowledge of how the brain functions, particularly in the field of de-
pression. Fritz earned a Ph.D. in physiological chemistry from The Johns Hopkins
University in 1967 and an M.D. from the University of Virginia in 1971. He performed
his residency in the Department of Psychiatry at Washington University School of Med-
icine from 1971 to 1974. He began his career at the University of Iowa College of Med-
icine, and, in 1982, he joined Stony Brook University (SBU), where he became Professor
and Chair of the department of psychiatry and behavioral medicine. Following an ex-
tensive period in Heidelberg, Germany, Fritz returned to the United States as Deputy
Director of BNL before accepting a professorship at CSHL. He has collaborated with
Assistant Professor Bo Li.

Anne Churchland, Assistant Professor, joined CSHL after completing her doctorate at
University of California, San Francisco, and postdoctoral research in a primate lab at the
University of Washington, Seattle. Shifting from primate research to rodent research, she
will be studying the circuitry underlying multimodal decision-making, in which animals—
rodents—gather evidence from multiple sources, for instance, aural and visual, before
making a decision.

Molly Hammell, Assistant Research Professor, comes to CSHL after 5 years as a research
associate in genetics and genomics under Victor Ambros at the University of Massachu-

F. Henn

.

A. Churchland
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M. Hammell C. Hammell J. Kinney M. Schatz

setts. At CSHL, she is applying prediction algorithms to problems in cancer research. She is also
Manager of the CSHL Cancer Center’s Bioinformatics Shared Resource.

Chris Hammell, Assistant Professor, did his doctoral work at Dartmouth College and his post-
doctoral work in the lab of Victor Ambros at the University of Massachusetts. There, he became in-
terested in the machinery that prepares microRNAs to target specific genes, which they in turn
regulate. Using Caenorbabditis elegans and forward genetics, he continues to focus on how mutations
in this machinery could perturb a given microRNA’s gene-regulatory activity so as to give rise to a
developmental timing defect and set in motion a chain of events culminating in human illness.

Justin Kinney was named our second Quantitative Biology Fellow. He earned his doctorate in
physics from Princeton University and spent the last 2 years in postdoctoral fellowships at Princeton
and at CSHL, applying his quantitative skills to biological problems. As a Fellow, he will focus on
the question of how sequences of very specific regions in the genome interact with proteins to execute
gene expression. He seeks to characterize the sequence—function relationship quantitatively.

Michael Schatz, Assistant Professor, developed methods for large-scale computational analysis of
DNA sequencing data at the University of Maryland. He is known for his pioneering use of cloud
computing for genomics and for the last several years has helped to run a large National
Science Foundation cloud computing project. His research at CSHL will focus on meta-
genomics—trying to understand individual genomes within a larger genomic context—
and on genome assembly and validation projects.

Hongwu Zheng, Assistant Professor, earned his Ph.D. in biochemistry at Boston Uni-
versity and completed postdoctoral studies at Harvard Medical School. He focuses on
glioblastoma, a brain cancer with a poor prognosis. He uses mice to recapitulate genetic
and epigenetic aspects of the cancer and approaches the problem from a developmental
perspective. Hongwu is exploring ways to resolve differentiation in cells as a method of
H. Zheng halting tumor progression.

Promotions

Congratulations to Dinu Albeanu, who was appointed Assistant Professor. Nicholas Navin was pro-
moted to the position of Research Investigator in the laboratory of Michael Wigler. Dan Levy was
promoted to the position of Senior Computer Scientist.

Departures

CSHL is proud of our long history as an incubator for early-career researchers who go on to suc-
cessful careers all over the world. In 2010, Matthew Vaughn became a Research Associate at Texas
Advanced Computing Center in Austin. Sheldon McKay took on the job of Scientific Lead, En-
gagement Team, iPlant Collaborative at the University of Arizona, Tucson. Professor Michael Zhang
moved to Dallas to become Director of the Center for Systems Biology, department of molecular
and cell biology, University of Texas, Dallas.
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Education Programs

Watson School of Biological Sciences

In the National Research Council (NRC)’s latest assessment of 5000 doctoral programs
across 02 fields at 212 universities nationwide, the Watson School of Biological Sciences
(WSBS) was ranked between third and 17th across 20 cumulative categories. In the category
of citations per publication, CSHL ranked first. The NRC assessment is performed over
the period of 10 years, and so this is the first opportunity that the WSBS program has had
to be included in this national evaluation.

Ten WSBS students, all of whom matriculated between 2004 and 2006, received their
Ph.D.s at the 2010 WSBS Commencement Convocation in April. 2010 graduate Yaniv Er-
lich won the Fred Hutchinson Cancer Research Center’s Harold M. Weintraub Graduate
Student Award for outstanding achievement during graduate studies. National Research Council

Honorary degrees were conferred upon Carla Jo Shatz, Ph.D. and Thomas R. Cech, assessment publication
Ph.D. Dr. Cech is a Nobel laureate and pioneer in the study of RNA enzymes and telomerase and
was recently President of the Howard Hughes Medical Institute. Dr. Shatz, whose research has
helped to establish some of the basic principles of early brain development, is Professor of biology
and neurobiology and Director of the Bio-X program at Stanford University School of Medicine.

She was also an instructor in our neuroscience advanced courses program.

The 2010 Gavin Borden Visiting Fellow Lecture was presented on March 15 by Dr. Gerald E
Joyce, Dean of the Faculty, Professor, Departments of Chemistry and Molecular Biology, and In-
vestigator, The Skaggs Institute for Chemical Biology, The Scripps Research Institute. The title of
the 16th annual CSHL Gavin Borden lecture was “The Origin of Life in the Laboratory.”

Meetings and Courses

On April 6, CSHL celebrated the opening of Cold Spring Harbor Asia Conferences in Suzhou,
China, a meetings program that aims to be the premier hub for scientists throughout Asia who are
exploring the frontiers of molecular biology, biomedicine, and biotechnology. The program kicked
off with the first James Watson Cancer Symposium, organized by leading scientists representing im-
portant current areas of research: Dr. Xiaodong Wang, a Howard Hughes Medical Institute Inves-
tigator affiliated with the University of Texas Southwestern Medical Center and the National
Institute of Biological Sciences, Beijing; Dr. Scott W. Lowe of HHMI and CSHL; Dr. Yusuke Naka-
mura of the University of Tokyo; Dr. Tak Mak of the University of Toronto; and Dr. Karen Vousden

B. Stillman, C.J. Shatz B. Stillman, T.R. Cech
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of the Beatson Institute for Cancer Research in the United Kingdom. This 6-day meet-
ing was followed by the first Francis Crick Neuroscience Symposium, which was sim-
ilarly organized by leaders in the field: Dr. Z. Josh Huang of CSHL; Dr. Mu-ming
Poo of the CAS Institute of Neuroscience, Shanghai and the University of California,
Berkeley; Dr. Linda Richards of the University of Queensland, Australia; Dr. Joshua
Sanes of Harvard University; and Dr. Keiji Tanaka of the Laboratory for Cognitive
Brain Mapping, Riken, Japan. In all, the new CSHL Asia program, which operates
from a 600,000-square-foot facilicy—the Suzhou Dushu Lake Conference Center—
hosted 10 meetings and more than 2000 scientists from around the world, but pri-
marily from Pacific Rim countries.

Suzhou is only 60 miles west of a “megacity” even larger than New York—the economic power-
house of Shanghai, population 20 million. Importantly, the new conference center is less than an
hour by high-speed rail from Shanghai and, served by two regional airports, is only a 2- to 3-hour
plane ride from Japan, South Korea, Taiwan, and Hong Kong. Singapore and Sydney, Australia,
are, respectively, 5 and 10 hours distant by air.

This year marked the 75th anniversary of the Cold Spring Harbor Laboratory Symposia on
Quantitative Biology. The 2010 Symposium, with close to 70 talks and attendance of more than
400 scientists, was organized by Terri Grodzicker, David Spector, David Stewart, and me. It focused
on the topic of Nuclear Organization and Function. To celebrate the history of the symposia, Jan
Witkowski, Jim Watson, and I organized a special 1-day event chaired by Robert Tjian, CSHL
alumnus and President, Howard Hughes Medical Institute, called “Biology, Society, and the Future.”
More than 225 guests attended the lectures presented by world experts including Charles Sawyers,
Memorial Sloan-Kettering Cancer Center; Spencer Wells, National Geographic Society; Henry
Louis Gates, Harvard University; Mark Bear, Massachusetts Institute of Technology; Story Landis,
National Institute of Neurological Disorders & Stroke; Peter Neufeld, The Innocence Project; Craig
Venter, J. Craig Venter Institute; and Richard Roberts, New England BioLabs, Inc.

The Symposium on Quantitative Biology has become the cornerstone for our annual program
of Meetings and Courses, which in 2010 posted record attendance. A total of 7500 researchers from
around the globe attended meetings, and more than 1300 attended training courses on our Long
Island campuses. A new experimental laboratory teaching suite funded by the Howard Hughes Med-
ical Institute was opened in our Hillside Laboratories complex.

CSH Asia logo

Opening ceremony, CSH Asia Conferences CSH Asia poster session
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Symposium attendees

Dolan DNA Learning Center

In its second year of operation, the Harlem DNA Lab made significant strides in reaching under-
served students and teachers in New York City schools. The statistics speak for themselves: 75% of
the 6400 precollege students that attended field trips to the Harlem DNA Lab were African Amer-
ican or Latino; 75% of students attending the Harlem DNA Lab came from Title 1 schools, where
40% or more of students are considered low income.

CSHL’s DNA Learning Center led by David Micklos also won acclaim for the success of its
iPhone app, “The 3D Brain.” With 50,000 downloads, it reached no. 7 among education apps for
the iPhone and no. 1 of educational iPad apps.

Cold Spring Harbor Laboratory Press

Since 1933, the CSHL Press has continuously evolved and adapted its publications to best
serve the contemporary needs of the scientific community. This year, John Inglis’ team
launched a new initiative, CSH Perspectives in Biology, a monthly online publication comprising
reviews spanning the complete spectrum of the molecular life sciences. This new venture is in-
tended to provide the life sciences community with authoritative analyses of progress in emerg-
ing areas of molecular, cell, and developmental biology, genetics, evolutionary biology,
neuroscience, cancer biology, and molecular pathology. The contributions are written by lead-
ing researchers in each field and commissioned by a board of eminent academic editors. Subject
Collections gradually accumulate articles as new issues of the journal are published and, when

CSH Perspectives
complete, each represents a comprehensive survey of the field that it covers. in Biology

Development

More than 60 CSHL supporters participated in the Fall President’s Council retreat, the 16th year
of this event. Participants donated more than $25,000 to support early-career scientists in pursuit
of the most promising and innovative research projects. The 2-day retreat immerses these generous
philanthropists in the hottest topics in science. This year’s event, organized by Diane Fagiola, tackled
“The Science of Nanomedicine,” with a keynote on the applications of nanotechnology in medicine
by Bob Langer, David H. Koch Professor at the Massachusetts Institute of Technology. Other experts
included Harvard Professor George Whitesides, University of North Carolina chemistry department
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President’s Council retreat

head Joseph DiSimone, and Dr. William Sherman of Brookhaven National Laboratory’s Center for
Functional Nanomaterials.

For the fifth year, 400 guests gathered in early November at the Mandarin Oriental Hotel in
Manhattan to honor recipients of the Double Helix Medal—extraordinary individuals who have
benefited human health through game-changing biomedical research or by raising awareness and
funds for such endeavors. Geneticist Mary-Claire King was honored for outstanding contributions
toward understanding the genetics of breast cancer and mental illness. Evelyn H. Lauder received
the Medal for her leadership as the Founder and Chairman of The Breast Cancer Research Foun-
dation, which has raised more than $300,000 million to support breast cancer research worldwide.
Nobel laureate in Economic Sciences John F. Nash was awarded the Medal for having brought
worldwide awareness to and appreciation for people suffering with schizophrenia. The gala event,
produced by Charlie Prizzi’s team in the development department, raised more than $3 million. A
special feature of this event was a musical performance by composer Carter Burwell, whose biography
includes a 2-year stint as Chief Computer Scientist at CSHL.

J. Nash, M.-C.King, E. Lauder
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CSHL received Charity Navigator’s coveted four-star rating for sound fiscal prac-
tices, placing CSHL among the most fiscally responsible of more than 1.5 million phil- ’
anthropic organizations that currently exist in America. This is the ninth consecutive / \
year that CSHL has achieved this top ranking. !

)

Infrastructure Projects . 2 -"':FIJH ARITY

In June, members of the CSHL community celebrated the completion of an expansion | NAVIGATOR
and renovation of the Carnegie building, which dates to the institution’s infancy in
1905. In addition to a new state-of-the-art climate-controlled vault for storage of pre-
cious archival collections that trace the history of molecular biology and genetics, the updated build-
ing now also boasts an annex, named for CSHL alumnus and benefactor Waclaw Syzbalski, Ph.D.
Joining us at the opening ceremony was Nobelist Sydney Brenner, who generously donated his
archives to CSHL this year.

In November, Art Brings and the facilities department began a project to replace a structure that
was originally constructed in 1906 as a green house and potting complex. This structure, which was
ultimately named the Hershey Laboratory, after Nobel Prize-winning CSHL scientist Alfred Her-
shey, was renovated in 1979 to provide offices and to support research activities. The new building
currently under construction will be ~18,000 square feet and will house a teaching lab, a seminar
room, and a computer classroom for the Laboratory’s Meetings and Courses program. It will also
be home to the CSHL Cancer Center Shared Resources Flow Cytometry and Microscopy facilities,
which have been temporarily moved to the Hillside Laboratories. The Howard Hughes Medical In-
stitute provided $9 million for this project.

CSHL’s Sammis Hall, designed by the noted postmodernist architect Charles Moore, was fea-
tured in the Heckscher Museum’s exhibit, “ARCADIA/SUBURBIA: Architecture on Long Island,
1930-2010.” This dormitory residence on the grounds of the Banbury Conference Center was a
stop on the house tour associated with the exhibit.

Charity Navigator logo

Community Outreach

In celebration of National Lab Day, Professor Gregory Hannon opened the doors of his three-story
laboratory building named for Nobelist Barbara McClintock to more than 150 fifth and ninth
graders from Long Island and Manhattan schools. With help from his graduate students and post-
docs, the visiting children learned to use microscopes to identify lung cancer cells and fruit fly neu-
rons, among other lessons. Greg also spoke about his research endeavors at the February meeting of

Renovated Carnegie building Hershey Laboratory site rendering
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CSHL Partners for the Future

the Secret Science Club in Brooklyn, a monthly gathering of ~400 science enthusiasts primarily
from New York City.

CSHL’s Partners for the Future program continues to recruit the brightest of Long Island’s bud-
ding scientists. This year, seven seniors from high schools across Long Island were accepted into the
program, giving them daily access to a CSHL mentor and a laboratory in which to conduct a research
project of their own. The students devote a large part of their year to working in a laboratory and
learning what it is like to be a researcher. At the end of the school year, the students present their
findings in a scientific seminar in Grace Auditorium. This year, three students working on cancer-
related research projects took an additional step, taking the time to translate their scientific presen-
tations for the public and the media. We offer thanks to the American Cancer Society for partnering
with us to publicize this as part of its local Relay For Life events.

A T A Spearheaded by Amanda McBrien, Assistant Director of Instruction at
e the DNALC, CSHL cohosted a National DNA Day scavenger hunt with

{ DR local museums and merchants in Cold Spring Harbor village. More than
E 3;.;_'.41.# ot % 200 area residents participated in the weekend event celebrating the sto-

g DL K e 11 ried history of the village. April 25 is congressionally designated as Na-
JE NN ] . . .
e tional DNA Day, commemorating the completion of the Human

Genome Project in April 2003 and the discovery of the double helix struc-

DNA Day Scavenger Hunt poster ture of DNA in 1953. Each year, the National Human Genome Research

Institute encourages national participation in the creation of opportunities
for students, teachers, and families to explore the latest developments in ge-
nomic research.

The Harlem DNA Lab Instructor Ileana Rios and a banana DNA extrac-
tion experiment have become a regular attraction at the World Science Fes-
tival Street Fair in Manhattan. CSHL is pleased to have been able to
participate once again in this event, which engages many thousands of New
York City residents in the celebration of science for a week each June.

Thanks to our students and postdocs who make our CSHL tour program
such a success. This year, our tour guides hosted 500-plus visitors. The 2-
hour walking tours showcase the history of our science, research, and edu- Community tours logo
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= A= AT S TA Ay cation programs. Participants also experience the beauty of the cam-
E.HETUA{;} ;&-f pus’ architecture and landscapes.

The CSHL DNA Learning Center’s public programs continue to

B N ﬂ be a hit in the community. During the school year, the DNALC

opened its doors on Saturdays for “Saturday DNA,” geared to middle

Saturday DNA logo and high school students and their parents. During the summer

months, more than 900 students in grades 5 through 12 attended

week-long camp sessions, on topics ranging from “Fun with DNA” and “World of Enzymes” to

“Forensic Detectives” and “Silencing Genomes.”

We are thankful for the partnerships that we have with local organizations with whom we interact
in many different ways throughout the year. This year, Assistant Professor Hiro Furukawa lectured at
a meeting of the Alzheimer’s Association of the Long Island Board. We hosted a lecture and tour for
the Leukemia & Lymphoma Society board of directors, at which Chris Vakoc spoke. Diane Esposito,
Research Investigator in Mike Wigler’s laboratory, was an invited speaker on breast cancer research for
three different occasions, which were sponsored by the Suffolk County Women’s Bar Association, the
Women’s Center of St. Francis Hospital, and the Adelphi N.Y. Statewide Breast Cancer Program.
CSHL representatives cheered on participants in the LI2Day Walk and judged the organization’s an-
nual scholarship program. We were also well represented at a local Swim Across America event. We
thank these and many other partners who support CSHL through grants and donations.

For details on grants and philanthropic donations received this year, please refer to separate sec-
tions of this report. In addition, please visit our newly designed public website, www.cshl.edu for
all of the latest news and information about the institution, including electronic access to annual
reports, the Harbor Transcript magazine, links to stories about us in the media, and postings about
research results and education program achievements.

Public Lectures at Cold Spring Harbor Laboratory

March 21—Roger Reeves, Ph.D.: “Theory to Therapeutics in Mice and Men with Down Syn-
drome,” cosponsored by CSHL, the Association for Children with Down Syndrome, the Down
Syndrome Connection of Long Island, and the National Down Syndrome Society.

April 26—Thomas R. Cech, Ph.D., Distinguished Professor, University of Colorado-Boulder; In-
vestigator, Howard Hughes Medical Institute; winner, Nobel Prize in Chemistry, 1989: “Learning
to Teach, Teaching to Learn.”

June 8—Alea A. Mills, Ph.D., CSHL Associate Professor, with Nikita
Anand, Cold Spring Harbor High School, Norah Liang, Patchogue-Med-
ford High School, Joshua Weiss, Smithtown High School East: “Next-Gen-
eration Cancer Research: Long Island Teens on the Front Line of Discovery.”

June 29—Sydney C. Gary, Ph.D., CSHL Director, research operations;
Adam Kepecs, Ph.D., CSHL Assistant Professor; Stephen Dewey, Ph.D.,
The Feinstein Institute of Medical Research; Edward Nunes, M.D., Profes-
sor of clinical psychiatry, Columbia University: “Addiction: How the Brain
Measures Reward and Response,” cosponsored by CSHL, the North Shore—
Long Island Jewish Health System, and St. Johnland Nursing Center. A. Mills

September 26—Steven Allen, M.D., Associate Chief of Hematology,

North Shore-LIJ; Johannes Zuber, M.D., CSHL Clinical Research Fellow; Christopher Vakoc,
M.D., Ph.D., CSHL Fellow: “Hitting Leukemia Where It Hurts: Researchers and Physicians Unite
to Knock Out Cancer,” cosponsored by CSHL, The Don Monti Memorial Research Foundation,
and the North Shore-Long Island Jewish Health System.

21
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November 14—Nancy Berlinger, Deputy Director and Research Scholar
at The Hastings Center: “Ethics of Hope in End-of-Life Care,” The Lor-
raine Grace Lectureship on Societal Issues of Biomedical Research (can-
celled due to a sudden unavoidable conflict).

As the Internet continues to evolve, it offers more opportunities for
our researchers to speak to the public online. A web magazine,
BigThink.com, this year featured interviews of four of CSHL’s finest. In-
terviews are accessible on demand if you visit www.bigthink.com and
search for our “experts”: James D. Watson, Michael Wigler, Tony Zador,
and Adam Kepecs.

S. Allen, C. Vakoc, J. Zuber

Public Concerts at Cold Spring Harbor Laboratory

February 16: Peter Orth, pianist September 3:  Di Wu, pianist
March 19: Ran Dank, pianist September 24: Hahn-Bin, violinist
April 24: Carducci String Quartet October 8: Diane Walsh, pianist
May 7: Soo Bae, cellist October 29:  Aaron Goldberg Trio
May 21: Einav Yarden and Sergey

Ostrovsky, pianist and violinist

Looking Forward

As we began 2010, our efforts in strategic planning prepared us for a challenging year. We accomplished
so much in the face of many external challenges, and this was possible because of the dedication of our
more than 1000 employees to excellence in research, education programs, and operations. No doubt,
we will continue to face direct challenges related to the recovering economy and leadership changes in
federal and state governments, but I am convinced that our continued commitment to excellence will

help us to navigate and ultimately prevail. Thanks to all of you who work for and with CSHL.

Bruce Stillman, Ph.D., F.R.S.
President
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This was a year of steady progress for the Laboratory. Although there are substantial
challenges on the horizon, we take some comfort from the continued recovery in the
financial markets since the 2008 debacle, and the resumption of growth, albeit
painfully slow, of the U.S. economy.

What keeps Cold Spring Harbor Laboratory’s culture so dynamic and invigorating
is a sense of constant renewal. As we have absorbed and populated the new Hillside
Campus buildings, 11 dynamic new faculty members with diverse research concen-
trations have joined our community during the last 18 months. Add to this a new
class of Ph.D. students at the Watson School, our usual complement of 8000 Meeting
and Course attendees, and new scientific publications from the Laboratory Press,
and we end up with a unique brew of intellectual capital. Our campus landscape , A
continued to evolve as well, with the groundbreaking construction of the new Her-
shey Building, made possible by a generous grant from the Howard Hughes Medical
Institute.

It is gratifying to see the asset value of the Laboratory’s endowment fund approaching its pre-2008
high watermark. This growth is made possible by a relatively conservative annual spending policy, new
donations, and capital appreciation. The investment return for the 2010 calendar year was a positive
10.25% bringing the total value of the fund up to $283 million at year end—this following 20%
annual appreciation in 2009. During the last two years, the Investment Committee of the Board of
Trustees has sought to reduce the level of risk and volatility in the portfolio by increasing exposure to
conservative and proven hedged equity, absolute return, and international equity managers. Although
this might cause performance to be slightly below equity indices in bull markets, it should serve the
portfolio well over time by providing a prudent balance of capital preservation and growth.

For the fiscal year ending 12/31/10, the Laboratory operating budget reached approximately $147
million—an increase of 14% over the prior year. The substantial revenue growth was largely reflective
of compelling research resulting in high success rates with both private and public grant applications.
Although this is excellent news, there are caveats of which we must be mindful. Of the federal grant
awards received by our investigators, 9% came from funding made available through the American Re-
covery and Reinvestment Act. These “stimulus” funds, although welcome, are temporary in nature and
will not continue beyond 2 years. Of greatest concern is the uncertainty about the future of federal
funding for research as the U.S. government struggles with massive deficits and partisan political grid-
lock. We did achieve our goal of achieving cash-neutral operating results in 2010 after netting depreci-
ation expense against expenditures for capital improvements. However, this was partially achieved by
drawing down on the fund for “research start-up” that was prudently raised as part of the $200 million
Hillside Campus campaign completed in 2008. This fund is scheduled to be fully spent by 2016. As
always, we maintain a lean administration and devote great attention to diligently managing expenses.

The challenges ahead are daunting. Doing cutting-edge research is expensive. Recruiting and retaining
the best and brightest investigators while investing in state-of-the-art laboratory equipment and computing
infrastructure demands tremendous resources. It is highly likely that the Laboratory will be forced to
maintain its level of excellence with less funding from the federal government. We are fortunate to have
such a substantial level of private support, but we will need to increasingly rely upon it in the future.

Most importantly, we are inspired by the Laboratory’s mission and the work going on around
us. And we are ever grateful to our supporters and our loyal staff.

W. Dillaway Ayres Jr.

Dill Ayers
Chief Operating Officer
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Participants

Staff

(Consists of full-time and part-time technical support, core services, publications, meetings, library, public
affairs, buildings and grounds, administrative, personnel, Banbury Center, and DNA Learning Center)
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Long-Term Service

Front row (left to right) Alyson Kass-Eisler, Linda Rodgers, Maureen Davies, Barbara Matusik, Madeline Wisnewski, Lisa Manche, Barbara
Purcell, Leemor-Joshua Tor; top row (left to right) Edward Campodonico, Bruce Stillman, William Bishop, Barry Burbach, James Watson,
Susan Schaefer, Ronald Romani, Giuditta Carino, Andrea Stephenson, Benjamin Veneable, Mona Spector, Bruce Fahlbusch, Nora Ruth,
David Spector, Joshua Dubnau

The following employees celebrated milestone anniversaries in 2010:

40 Years Madeline Wisnewski

30 Years Bruce Fahlbusch, Linda Rodgers, Andrea Stephenson

25 Years Frank Carberry, Lisa Manche, David Spector

20 Years Edward Campodonico, Clare Clark, Beicong Ma, George Newell,

Natalia Peunova, Barbara Purcell, Ronald Romani, Yew Teo, Nicholas Tonks

15 Years William Bishop, Barry Burbach, Giuditta Carino, Kenneth Chang,
Jodi Coblentz, Maureen Davies, Joshua Dubnau, Leemor Joshua-Tor,
Alyson Kass-Eisler, Scott Lowe, Barbara Matusik, Mary Muno, Nora Ruth,
Susan Schaefer, Mona Spector, Benjamin Veneable, Claudia Zago
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See previous page for photos of the following scientific staff:

Row 1:  W. Li (Mills lab); R. Solomon (McCombie lab); A. Tolpygo (Mitra lab);
S. Weissmueller (Lowe lab)

Row 2: S. Schuck (Stenlund lab); P. Thekkat, A. Rosebrock, F. Karginov, J. Preall (Hannon
lab); K. Creasy (Martienssen lab); C. Johns (Gingeras lab)

Row 3: M. Vigliotti (Lucito lab); A. Mofunanya (Powers lab); Z. Glass (Enikolopov lab);
N. Simorowski (Furukawa lab)

Row 4: S. Das (Krainer lab); B. Boivin, X. Zhang (Tonks lab); K. Jiang (Lippman lab);
J. Milazzo (Lazebnik lab)

Row 5:  E. Plavskin (Timmermans lab); M. Rossman (Stillman lab); T. Schalch (Joshua-Tor
lab); M. Mahdavi (Dubnau lab)




CANCER: GENE REGULATION AND
CELL PROLIFERATION

Gene regulation and cell proliferation focuses on the regulation of gene expression, cell-division cycle
control, and chromosome structure in normal and cancer cells.

Through forward genetic approaches in C. elegans, Christopher Hammell and colleagues have
identified a variety of gene products that modulate the efficacy of and/or regulate the activity of
core microRNA (miRNA) machinery. miRNAs are RNAs ~22 nucleotides in length that negatively
and specifically regulate mRNA expression by binding to complementary sequences on their targets.
Hammell’s efforts have resulted in identification of a novel, highly conserved family of proteins
called TRIM-NHLs that physically associate with the molecular complex (called miRISC) through
which miRNAs induce gene silencing. These proteins, together with particular miRNAs, function
to regulate animal development. In addition to TRIM-NHL proteins, the team has used classical
genetic approaches to identify other regulatory components that tailor miRNA function (via re-
sponding to other developmental cues or physiological signals) to specific genetic pathways and/or
cell types. Because most of the components identified in these screens are highly conserved, the lab
uses model systems including Drosophila, mouse, and human to understand how these proteins work
at the molecular level.

Leemor Joshua-Tor’s lab studies the molecular basis of nucleic acid regulatory processes by using
the tools of structural biology and biochemistry to examine proteins and protein complexes associ-
ated with these processes. They use X-ray crystallography to obtain three-dimensional structures of
individual proteins. Biochemistry and molecular biology enable them to study properties that can
be correlated with protein structure and function. It was Joshua-Tor and her team that first obtained
the structure of a full-length Argonaute protein, work that instantly solved a long-standing puzzle
in the RNAI field. By observing the structure, they realized that Argonaute was the long-sought
Slicer, which performs the critical slicing event in RNA, cleavage of the mRNA. Joshua-Tor is also
well known for her work on the helicase enzyme, which acts to unwind DNA strands during the
DNA self-replication process.

Adrian Krainer’s lab studies the mechanisms of RNA splicing, the ways in which they go awry
in disease, and the means by which faulty splicing can be corrected. Their approach has borne fruit
in the study of spinal muscular atrophy (SMA), a neuromuscular disease that is the leading genetic
cause of death in infants. Their ability to correct an mRNA splicing defect in SMA that makes a
gene called SMN2 only partially functional forms the basis of a potentially powerful therapeutic
approach. Last year, the team identified a compound that stimulates SMN protein production by
altering RNA splicing. This year, they demonstrated its efficacy. By introducing chemically modified
pieces of RNA called antisense oligonucleotides (ASOs) into the spinal cords of mice, they succeeded
in reversing symptoms of Type III SMA. The lab’s expertise in splicing has also helped to shed light
on the abnormal glucose metabolism of cancer cells, sometimes referred to as the Warburg Effect.
Krainer and colleagues this year described for the first time how three molecular splicing factors
contribute to high levels of PK-M2, an isoform of pyruvate kinase and a key mediator of glucose
metabolism in cancer cells.

David L. Spector’s lab studies the spatial organization and regulation of gene expression. Their
in vivo approach is exemplified in a live cell gene expression system that has made possible the ex-
amination in real time of the recruitment of members of gene expression and silencing machineries.
A current research focus is the distribution and dynamics of nuclear Polycomb complex proteins,
known to keep genes in a silent state. The team seeks to target them to segments of DNA as a means
of selectively silencing specific genes. Another focus is the study of long noncoding RNAs (ncRNAs)
retained in the nucleus, whose functions are still mostly unknown. This year, Spector and colleagues,
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using three-dimensional live cell imaging, discovered that the formation of a type of nuclear sub-
compartment called the paraspeckle is triggered by a pair of RNA molecules, which also maintain
its structural integrity. The team uncovered this unique structure-building role for the RNAs by
keeping a close watch on them from the moment they came into existence within a cell’s nucleus.
This revealed that when the genes for these RNAs are switched on, and the RNAs are made, they
recruit other RNA and protein components and serve as a scaffolding platform upon which the
components assemble to form paraspeckles. Paraspeckles have a role in regulating the release of cer-
tain protein-coding mRNAs from the cell nucleus.

Arne Stenlund and colleagues have obtained a detailed understanding of processes required for
initiation of DNA replication from the papillomaviruses, using this system to gain a general bio-
chemical understanding applicable in other systems. Papillomaviruses are a large viral family that
induces cell proliferation at the site of infection, usually giving rise to benign tumors. But certain
types of human papillomaviruses (HPVs) generate tumors that progress toward malignancy. Among
these are HPVs that cause most cervical cancers. Members of the Stenlund lab also pursue studies
aimed at developing an effective small-molecule inhibitor of HPVs that might someday be used by
women who do not receive the preventive anti-HPV vaccine now available, or those already infected
with HPV who would not be helped by the vaccine.

Bruce Stillman’s lab studies the process by which DNA is copied within cells before they divide
in two. Working with yeast and human cells, Stillman and colleagues have identified many of the
cellular proteins that function at the DNA replication fork during the S phase, the portion of the
cell division cycle when DNA synthesis occurs. Among these proteins are those that facilitate the
assembly of chromatin, the protein-DNA complexes that form the chromosomes. The prime focus
of current research, however, is the mechanism that initiates the entire process of DNA replication
in eukaryotic cells. At the heart of this mechanism is a protein that binds to “start” sites on the chro-
mosomes, called the origin recognition complex (ORC). Stillman’s research has demonstrated that
the ORC is also involved in the process of segregating duplicated chromosomes in mitosis. The
team has found the ORC at centrosomes and centromeres, structures that orchestrate chromosome
separation in mitosis. This year, the team discovered how a protein known to be an essential activator
of DNA replication actually triggers this process. They found that DDK phosphorylates a protein
called Mcm4, specifically within a domain that acts as a brake to prevent the double helix from
being unwound. The phosphorylation releases this brake, thus initiating the replication of unwound
DNA strands.



DEVELOPMENTAL REGULATION OF MICRORNA ACTIVITY

C.M. Hammell D.M. King

Animal development is remarkably robust and requires
the integration of both spatial and temporal genetic
programs. Our understanding of the genetic circuitry
regulating spatial patterning has illuminated strategies
shared by most organisms, but the underpinnings of
how temporal gene expression is coordinated in animals
remain obscure. The genetic tractability, invariant cell
lineage, and ability to observe cell division patterns in
a living animal have made Caenorbabditis elegans the
premier organism to address these questions. Mutations
that alter stage-specific developmental programs have
revealed conserved classes of heterochronic genes that
control the cell fates of the essentially invariant postem-
bryonic cell lineages.

One paradigm that emerged from these studies is
that the expression of master regulatory genes required
for early temporal developmental programs (usually en-
coding transcription factors, RNA-binding proteins
and other regulatory components) is posttranscription-
ally repressed by the activity of specific microRNAs
(miRNAs). Although much is known about the tran-
scriptional activation and biochemical maturation of
miRNAs, our understanding of how these processes are
coordinated to create sharp transitions in gene expres-
sion at the molecular and cellular levels is limited.

Genetic Screens in C. elegans Identify
Components That Regulate miRNA
Expression and Ensure Normal
Developmental Timing

Under favorable environmental conditions, C. elegans
larva progress through four larval stages (L1-L4) that
are punctuated by molts to a reproductively competent
adult within ~40-50 h after hatching. At each of these
stages, a variety of cells (including hypodermal, neu-
ronal, muscular, and intestinal cells) execute stage-spe-
cific cell division and cell-fate specification programs.
The heterochronic genes control these stage-specific
events. Mutations of components in this regulatory
pathway result in two general types of developmental
timing defects. Precocious heterochronic mutants cause
stage-specific developmental programs to occur earlier

than normal (usually at the consequence of normal pro-
grams). In contrast, retarded mutants reiterate stage-
specific cell divisions and, as a consequence, retain
juvenile characteristics and lack adule-specific organs
and features. Importantly, each of these phenotypes is
robust, specific, and quantifiable and can be monitored
by directly observing cell division patterns in live ani-
mals or through surveying the expression of individual
genes via green fluorescent protein (GFP)-tagged re-
porter constructs.

To identify common molecular components that
modulate the temporal activity of miRNAs, we screened
for extragenic suppressors of mutations effecting essential
miRNA processing components or contained mutations
in specific miRNAs that are required for normal devel-
opmental timing. We initially chose three classes of mu-
tations that separately effect discrete phases of C. elegans
larval development. The first genetic background that
we screened focused on the /in-4 miRNA that is genet-
ically required after the first larval stage to repress the ex-
pression of the LIN-14 transcription factor that
functions to specify L1 cell fates. /in-4 null alleles (/in-
4(e912)) or point mutants that affect only the mature
~21-nucleotide miRNA (/in-4(mal61)) fail to down-
regulate LIN-14 expression and, as a consequence of
continued expression of LIN-14, reiterate L1-specific cell
division programs at all successive larval stages. The sec-
ond genetic context took advantage of specific point mu-
tations that disrupt the mid-domain of the C. elegans
miRNA-specific Argonaute, alg-1(mal92), that result in
severely retarded heterochronic phenotypes that manifest
in the L2 to L3 transition. alg-1(mal92) animals fail to
down-regulate the HBL-1 transcription factor that is
normally mediated by the /ez-7 family of miRNAs (miR-
48, miR-241, and miR-84) and sequence elements in
the hbl-1 3’UTR (untranslated region). As the down-
regulation of hbl-1 expression is essential to limit the
highly prolific cell divisions of the lateral seam cells, a/g-
1(mal92) animals hyperproliferate their epidermal cell
components. The final genetic background for this sup-
pression analysis revolved around the highly conserved
regulatory circuit involving the /ez-7 miRNA required to
posttranscriptionally repress the expression of a critical
TRIM-NHL domain protein LIN-41 by binding to se-
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quences in the lin-41 3’'UTR. Null mutations of /e-7,
let-7(mn112), or hypomorphic alleles that mutate the
conserved sequence of the let-7 mRNA, let-7(1n2585),
do not down-regulate LIN-41. As a consequence of in-
appropriate LIN-41 expression, the lateral seam cells fail
to terminally differentiate and reiterate larval cell division
programs, and animals burst from their vulval structures
at the normal L4 to adult transition.

Although each of these mutations cause very specific
developmental and cellular phenotypes that manifest at
distinct critical stages of larval development, we designed
a simple screening strategy that could be adapted for all
three screens. All three classes of mutants mentioned
above share one common phenotype: They lack normal
adult-specific gene regulation, which can be monitored
by incorporating a GFP reporter into the screened ani-
mals. Specifically, we chose the co/-19 promoter (nor-
mally driving the adult-specific collagen gene present on
the adult cuticle) to drive a GFP-tagged reporter. The
col-19 promoter is positively regulated by the LIN-29
transcription factor, which is the penultimate gene prod-
uct of the heterochronic pathway. Each of these types of
retarded heterochronic mutants fail to turn on col-
19::GFP which is easily observable in a fluorescent dis-
secting microscope. Suppressors for each mutant would
be found by identifying individual animals that could
restore col-19::GFP expression in the F, generation. An-
imals positive for this assay would be further character-
ized for the correction of the stage-specific cell lineage
defects and production of other adult structures that
were absent in the initial mutant background.

Characterization of lin-42 and Its
Function in miRNA Metabolism

One would expect that the suppression of each of the
above mutants (which effect specific phases of develop-
mental timing) would result in the identification of at
least three classes of suppressors. Surprisingly, we were
able to identify a single complementation group, rep-
resented by multiple alleles in each screen that sup-
pressed all retarded heterochronic phenotypes. Several
of these alleles were positionally mapped to the left end
of chromosome II. Complementation, rescue with cos-
mids containing the wild-type gene, and sequencing of

the mutations indicated that all suppressors in this spe-
cial class were alleles of the /in-42 gene.

lin-42 encodes a C. elegans protein that has striking
homology with the period (Per) genes found in Drosophila
melanogaster, humans, and mice. Period homologs in
these animals coordinate gene expression patterns in a cir-
cadian (once a day) rhythm that function as essential neg-
ative regulatory components of the cellular clock. As clock
proteins, Drosophila, mouse, and human Per cycle in
abundance throughout the day, peaking in the subjective
daytime and reaching lowest levels in the evening. Al-
though C. elegans is not thought to have a clear, entrain-
able circadian rhythm, the LIN-42 protein also cycles in
abundance; it is most abundant during the intermolt pe-
riods and is almost absent during each of the molting cy-
cles. Our molecular analysis of /in-42 mutants suggests
that LIN-42 functions to antagonize the accumulation of
mature heterochronic and nonheterochronic miRNAs by
dampening their expression at a metabolic step at or up-
stream of pre-miRNA processing. Notably, LIN-42 and
the accumulation of primary miRNA (pri-miRNA) levels
are antiphasic to each other, with pri-miRNA abundance
peaking during the larval molts (low LIN-42) and unde-
tectable during the intermolt periods (when LIN-42 ex-
pression is highest). This complementarity in expression
raises the important question of whether LIN-42 controls
the accumulation of primary and, therefore, mature
miRNA levels. Importantly, the precocious heterochronic
phenotypes associated with //7-42 mutations arise as a
consequence of an inappropriate overaccumulation of
heterochronic miRNAs during the intermolt periods of
larval development. These results suggest that miRNA
maturation or activity can be directly coupled to the reg-
ulatory machinery that controls developmental timing.

Future Directions

We are currently in the process of using biochemical
approaches to identify additional cellular components
that function with LIN-42 to modulate miRNA expres-
sion and ensure normal developmental timing. These
efforts will be combined with experiments in
Drosophila and mouse cell lines to determine if Period
expression and activity also control miRNA expression
in these contexts.



STRUCTURAL BIOLOGY OF NUCLEIC ACID REGULATORY PROCESSES
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We study the molecular basis of nucleic acid regulatory
processes by using the tools of structural biology and
biochemistry to examine proteins and protein com-
plexes associated with these processes. X-ray crystallog-
raphy enables us to obtain the three-dimensional
structures of these molecular machines. Biochemistry
and molecular biology allow us to study properties that
can be correlated to protein structure and function.

Mechanisms of RNAI

T. Schalch, C. Faehnle, C. Kuhn, C. Kuscu, S. Lin, D. Bahel, C.
Ashar [in collaboration with G.J. Hannon, R.A.

Martienssen, Cold Spring Harbor Laboratory; J. Partridge,
St. Jude Children’s Research Hospital]

RNA interference (RNAi) has made an enormous im-
pact on biology in a very short period of time. Not only
are we still discovering new cellular pathways for the
regulation of gene expression, but RNAi has become
an extraordinarily useful and simple tool for gene si-
lencing. Almost from its beginnings, people have used
genetics, biochemistry, molecular biology, and bioin-
formatics to study the mechanism of RNAi and related
pathways. We argued, however, that in order to get a
true mechanistic understanding of these pathways, we
must understand how the components of the RNAi
machinery worked at a molecular level. Therefore, we
embarked on structural and biochemical studies of key
proteins in the RNAi pathway.

During RNAI, long double-stranded RNA (dsRNA)
is processed to yield short (-19-31 nucleotides) dsRNAs
that trigger the RNAI response. These short RNAs be-
come incorporated into effector complexes called the
RNA-induced silencing complex (RISC), where in the
mature complexes, a single-stranded RNA (ssRNA), the
antisense strand of the original dsRNA, is retained in
the complex. This short RNA (small interfering RNAs
[siRNAs] or microRNAs [miRNAs]) then acts to guide
the RISC complex to its target through base comple-
mentarity. The best-characterized pathway, and the one
that is predominantly used for gene knockdown tech-
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nology, is a posttranscriptional silencing (PTGS) path-
way called “slicing.” Here the RISC complex is targeted
to the mRNA and produces an endonucleolytic cut in
the mRNA target, thus preventing gene expression from
proceeding. Other RNAI silencing pathways such as
translational inhibition and transcriptional gene silenc-
ing (T'GS) are also mediated through RISC complexes.
In all cases, these complexes contain a small ssRNA and
an Argonaute protein, which serve to define the RISC
complex. In the past few years, we have been studying
Argonaute family proteins, their complexes, and their
roles in various RNAI silencing pathways.

In the fission yeast Schizosaccharomyces pombe, as-
sembly of centrometic heterochromatin requires the
RITS complex, which consists of Agol, Tas3, Chpl,
and siRNAs derived from centromeric repeats. Our
crystal structure of Chp1’s chromodomain in complex
with a trimethylated lysine-9 H3 peptide (H3K9me)
revealed extensive sites of contact that contribute to
Chp1’s high-affinity binding. We found that this high-
affinity binding is critical for the efficient establishment
of centromeric heterochromatin, but preassembled het-
erochromatin can be maintained when Chp1’s affinity
for H3K9me is greatly reduced. We continue to study
this complex that forms a bridge between the RNA]

machinery and chromatin.

The Different Faces of E1: A Replicative
Hexameric Helicase

E.J. Enemark, S.-J. Lee

During DNA replication, two complementary DNA
strands are separated and each becomes a template for
the synthesis of a new complementary strand. Strand
separation is mediated by a helicase enzyme, a molecu-
lar machine that uses the energy derived from ATP hy-
drolysis to separate DNA strands while moving along
the DNA. Our crystal structure of the replicative heli-
case E1 from papillomavirus bound to ssDNA and nu-
cleotide molecules at the ATP-binding sites provided a
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unique look into the mechanism of translocation of this
molecular machine along DNA.

Papillomaviruses are tumor viruses that cause benign
and cancerous lesions in their host. Replication of pa-
pillomaviral DNA within a host cell requires the viral
E1 protein, a muldifunctional protein. E1 initially par-
ticipates in recognizing a specific replication origin
DNA sequence as a dimer with E2, another viral pro-
tein. Subsequently, further E1 molecules are assembled
at the replication origin until two hexamers are estab-
lished. These hexamers are the active helicases that op-
erate bidirectionally in the replication of the viral DNA.
To unwind DNA, helicases must separate the two
strands while moving along, or translocating, on the
DNA. On the basis of the structures of the DNA-bind-
ing domain of E1 bound to DNA that we determined
a few years ago in collaboration with Arne Stenlund’s
lab, we suggested a mechanism for DNA strand sepa-
ration. However, the mechanism that couples the ATP
cycle to DNA translocation has been unclear.

The E1 hexameric helicase adopts a ring shape with
a prominent central channel. ATP-binding (and hy-
drolysis) sites are located at the subunit interfaces, and
multiple configurations are observed within the hexa-
mer. These have been assigned as ATP-type, ADP-type,
and apo-type. The configuration of the site for a given
subunit correlates with the relative height of its DNA-
binding hairpin in the staircase arrangement. The sub-
units that adopt an ATP-type configuration place their
hairpins at the top of the staircase, whereas the hairpins
of apo-type subunits occupy the bottom positions of
the staircase. The hairpins of the ADP-type subunits
are placed at intermediate positions.

A straightforward “coordinated escort” DNA
translocation mechanism is inferred from the staircased
DNA binding and its correlation with the configura-
tion at the ATP-binding sites. Each DNA-binding
hairpin maintains continuous contact with one unique
nucleotide of ssDNA and migrates downward via ATP
hydrolysis and subsequent ADP release at the subunit
interfaces. ATP hydrolysis occurs between subunits lo-
cated toward the top of the staircase, whereas ADP re-
lease occurs between subunits located toward the
bottom of the staircase. The hairpin at the bottom of
the staircase releases its associated ssDNA phosphate to
conclude its voyage through the hexameric channel.
Upon binding a new ATP molecule, this subunit moves
to the top of the staircase to pick up the next available
ssDNA phosphate, initating its escorted journey
through the channel and repeating the process. For one
full cycle of the hexamer, each subunit hydrolyzes one

ATP molecule, releases one ADP molecule, and trans-
locates one nucleotide of DNA through the interior
channel. A full cycle therefore translocates six nu-
cleotides with associated hydrolysis of six ATPs and re-
lease of six ADDPs. A detailed comparison with other
multimeric ATPase motors that highlighted the roles
of individual site residues in the ATPase activity was
also performed.

We continue to study this helicase and the role that
other domains of the protein might have in helicase as-
sembly and activity.

NADP Regulates the Yeast GAL
Induction System

P.R. Kumar, T. Lavy, D. Wah [in collaboration with R.
Sternglanz, Stony Brook University; S.A. Johnston,
Arizona State University; ]. Rabinowitz, Princeton
University; A. Caudy, University of Toronto]

Transcriptional regulation of the galactose metabolizing
genes in Saccharomyces cerevisiae depends on three core
proteins: Gal4p, the transcriptional activator that binds
to upstream activating DNA sequences (UAS_, );
Gal80p, a repressor that binds to the carboxyl terminus
of Gal4p and inhibits transcription; and Gal3p, a cy-
toplasmic transducer which upon binding galactose and
ATP relieves Gal80p repression. The current model of
induction relies on Gal3p sequestering Gal80p in the
cytoplasm.However, the rapid induction of this system
implies that there is a missing factor. To understand the
molecular mechanism of the GAL regulatory system,
we have determined the structure of S. cerevisiae Gal80p
with the activation domain of Gal4p.

To our surprise, we discovered that nicotinamide
adenine dinucleotide (NAD) is nestled between Gal80p
and Gal4p, making several key interactions with
Gal80p. Although NAD appears to be promoting this
interaction, we have shown by in vitro pull-down assays
that NADY disrupts this interaction. Alterations in the
NAD(P)-binding site affects the initial rate of GAL in-
duction in vivo, but not overall final expression levels.

Although we do not understand precisely how this
trigger for GAL regulation functions, nor the involve-
ment of NADP versus NAD, we speculate that switch-
ing the cell to a fermentable galactose medium causes a
change in NADP/NADPH or NADP/NAD ratios in
the cell, and Gal80p effectively senses the metabolic
state of the cell. NADP might be acting as a “second
messenger” in triggering the system. Alternatively,
Gal80p may function as an oxidoreductase enzyme, ac-



tively converting NADPH to NADP in the presence of
a substrate, causing it to disassociate from Gal4p.

We are now examining possible enzymatic activities
as well as other complexes involved in this classic tran-
scriptional switch.
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Mechanisms of Constitutive
and Alternative Pre-mRNA Splicing
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Autoregulation and Arginine
Methylation of SRSF1

RNA splicing is required for correct expression of most
eukaryotic protein-coding genes. The spliceosome se-
lects authentic splice sites with very high fidelity, rely-
ing on limited sequence information present through-
out introns and exons. In humans, >75% of genes are
expressed via alternative splicing, giving rise to multi-
ple protein isoforms. The choice of alternative splice
sites is commonly regulated to alter gene expression,
either tissue-specifically or in response to a develop-
mental program or to signaling pathways. The fact
that multiple protein isoforms can be expressed from
individual genes demonstrates that the classical “one
gene—one enzyme’ paradigm is no longer valid and
provides an explanation for the unexpectedly small
number of genes uncovered by genome-sequencing
projects.

Both constitutive and alternative splicing mecha-
nisms involve numerous protein components, as well
as RNA components that are part of small nuclear ri-
bonucleoprotein (snRNP) particles. The work in our
lab focuses on the identification and molecular charac-
terization of protein factors and sequence elements that
are necessary for the catalysis and fidelity of splicing
and/or for the regulation of alternative splice site selec-
tion. We are interested in how the spliceosome correctly
identifies the exons on pre-mRNA, and how certain
point mutations in either exon or intron sequences
cause aberrant splicing, leading to various human ge-
netic diseases. Related areas of interest include the re-
modeling of mRNP architecture as a consequence of
splicing, which influences downstream events, such as
nonsense-mediated mRNA decay (NMD); the role of
alternative splicing misregulation in cancer; and the de-
velopment of effective methods to correct defective
splicing or modulate alternative splicing, especially in
a disease context. A summary of some of our recently

published studies is provided below.
36

SRSF1 (formerly SF2/ASF) is a prototypical serine- and
arginine-rich (SR) protein, with important roles in
splicing and other aspects of mRNA metabolism.
SRSF1, the gene encoding this protein, is a potent
proto-oncogene with abnormal expression in many tu-
mors. We found that SRSF1 negatively autoregulates
its expression to maintain homeostatic levels. We char-
acterized six alternatively spliced SRSF1 mRNA iso-
forms: The major isoform encodes full-length protein,
whereas the others are either retained in the nucleus or
degraded by NMD. Unproductive splicing accounts for
only part of the autoregulation, which occurs primarily
at the translational level. The effect is specific to SRSF1
and requires RNA recognition motif 2 (RRM2). The
ultraconserved 3’-untranslated region (UTR) is neces-
sary and sufficient for down-regulation. SRSF1 overex-
pression shifts the distribution of target mRNA toward
monoribosomes, and translational repression is partly
independent of Dicer and a 5 cap. In collaboration
with Jun Zhu (Duke University), miR-7 was also
shown to contribute to SRSF1 autoregulation. Thus,
multiple posttranscriptional and translational mecha-
nisms are involved in fine-tuning the expression of
SRSF1.

Alternative splicing and posttranslational modifica-
tions (PTMs) are major sources of protein diversity in
eukaryotic proteomes. Functional studies of SR protein
PTM:s have exclusively focused on reversible phosphor-
ylation of serine residues in their carboxy-terminal RS
domain. We confirmed that human SRSF1 is methyl-
ated at residues R93, R97, and R109, which were first
identified in a global proteomic analysis of arginine
methylation. We further investigated whether these
methylated residues regulate the properties of SRSF1,
which normally shuttles between the nucleus and the
cytoplasm. We found that the three arginines addi-
tively control the subcellular localization of SRSF1,



and both the positive charge and the methylation state
are important. Mutations that block methylation and
remove the positive charge result in cytoplasmic accu-
mulation of SRSF1. The consequent decrease in nu-
clear SRSF1 levels prevents it from modulating
alternative splicing of target genes, results in higher
splicing-enhancer-dependent translation stimulation,
and abrogates the enhancement of nonsense-mediated
mRNA decay.

Alternative Splicing and Cancer
Cell Metabolism

Alternative splicing has an important role in cancer,
partly by modulating the expression of many oncogenes
and tumor suppressors and also because inactivating
mutations that affect alternative splicing of various
tumor suppressor genes account for some of the inher-
ited and sporadic susceptibility to cancer. In addition,
alternative splicing controls a metabolic switch charac-
teristic of all cancer cells, which is known as the War-
burg effect. Cancer cells preferentially metabolize
glucose by aerobic glycolysis, characterized by increased
lactate production. This distinctive metabolism involves
expression of the embryonic M2 isozyme of pyruvate
kinase, in contrast to the M1 isozyme normally ex-
pressed in differentiated cells, and it confers a prolifer-
ative advantage to tumor cells. The M1 and M2
pyruvate kinase isozymes are expressed from a single
gene through alternative splicing of a pair of mutually
exclusive exons. In collaboration with Lewis Cantley
(Harvard Medical School), we measured the expression
of M1 and M2 mRNA and protein isoforms in mouse
tissues, tumor cell lines, and during terminal differen-
tiation of muscle cells and showed that alternative splic-
ing regulation is sufficient to account for the levels of
expressed protein isoforms. We further showed that the
M1-specific exon is actively repressed in cancer cell
lines—although some M1 mRNA is expressed in cell
lines derived from brain tumors—and demonstrated
that the related splicing repressors heterogeneous nu-
clear ribonucleoprotein (hnRNP) Al and A2, as well
as the polypyrimidine-tract-binding protein PTB, con-
tribute to this control. Down-regulation of these splic-
ing repressors in cancer cell lines using short hairpin
RNAs (shRNAs) rescued M1 isoform expression and
decreased the extent of lactate production. These find-
ings extended the links between alternative splicing and
cancer and identified some of the factors responsible
for the switch to acrobic glycolysis.
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Targeted Antisense Modulation of
Alternative Splicing for
Therapeutic Purposes

Spinal muscular atrophy (SMA) is a common, autoso-
mal-recessive motor neuron disorder caused by homozy-
gous deletion or mutation of the survival-of-motor-
neuron gene, SMNI. A closely related SMN1 paralog,
SMNZ2, is present in all patients and differs from SMN1
by a C to T transition in exon 7 that causes substantial
skipping of this exon, such that SMN2 expresses only
low levels of functional protein. SMN2 decreases the
severity of SMA in a copy-number-dependent manner.
We continue to explore strategies to increase the extent
of exon 7 inclusion during splicing of SMN2 transcripts,
for eventual therapeutic use in SMA. This translational
research is being done in collaboration with Frank Ben-
nett and colleagues (Isis Pharmaceuticals), and Marco
Passini and colleagues (Genzyme Corporation).

We previously identified a potent 2’- O-(2-methox-
yethyl) (MOE) phosphorothioate-modified antisense
oligonucleotide (ASO-10-27) that blocks an SMN2
splicing silencer elemenct in intron 7 and efficiently pro-
motes exon 7 inclusion in transgenic mouse peripheral
tissues after systemic administration. We have now ad-
dressed its efficacy in the spinal cord—a prerequisite
for disease treatment—and its ability to rescue a mild
SMA mouse model that develops tail and ear necrosis,
resembling the distal tissue necrosis reported in some
SMA infants. Using a micro-osmotic pump, we directly
infused the ASO into a lateral cerebral ventricle in adult
mice expressing a human SMN2 transgene; the ASO
gave a robust and long-lasting increase in SMN2 exon
7 inclusion measured at both the mRNA and protein
levels in spinal cord motor neurons. A single embryonic
or neonatal intracerebroventricular ASO injection strik-
ingly rescued the tail and ear necrosis in this mild model
of SMA.

Injection of ASO-10-27 into the cerebral lateral ven-
tricles of neonate mice with a severe form of SMA again
resulted in a splicing-mediated increase in SMN protein
in the central nervous system (CNS). In addition, this
resulted in an increase in the number of motor neurons
in the spinal cord, which led to improvements in mus-
cle physiology, motor function, and survival. Intrathecal
infusion of ASO-10-27 into cynomolgus monkeys de-
livered putative therapeutic levels of the oligonucleotide
to all regions of the spinal cord. These data demonstrate
that CNS-directed ASO therapy is efficacious and that
intrathecal infusion may represent a practical route for
delivering this therapeutic oligonucleotide in the clinic.
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More generally, these experiments demonstrate that
ASOs can be used to efficiently redirect alternative
splicing of target genes throughout the CNS.

Splice Site Recognition and
Human Genetics

We continued to analyze the relationship between splice
site mutations and genetic diseases. In 1997, we discov-
ered a very rare class of introns with noncanonical splice
sites that are nevertheless recognized by the major
spliceosome, and we characterized one such intron in a
voltage-gated sodium channel gene, SCN4A. Masanori
Takahashi (Osaka University) recently identified an in-
sertion/deletion mutation in this intron in a myotonia
patient, and we collaborated with his group to charac-
terize the nature of the splicing defect responsible for
the phenotype. The mutation prevents correct recogni-
tion of the 5 splice site, resulting in activation of cryp-
tic splice sites. This gives rise to a 35-amino-acid
insertion in the sodium channel, which functions ab-
normally and causes muscle disease.
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CELL BIOLOGY OF THE NUCLEUS

D.L. Spector  J. Bergmann M. Hiibner Y. Mao
M.S. Bodnar R.I. Kumaran C. Zepeda-Mendoza
M. Eckersley-Maslin ~ Z. Lazar B. Zhang
S. Hearn J. Li R. Zhao

Most cellular processes can trace their beginnings to the
nucleus where a gene is activated, resulting in the pro-
duction of an RNA molecule that must get processed
and transported to the cytoplasm. Although much bio-
chemical information is available regarding many of the
factors involved in gene expression, the spatial and tem-
poral aspects of gene expression and the dynamics of
the nuclear domains that the gene expression machin-
ery occupies are less well understood. During the past
year, we have made significant progress in two main
areas: (1) examining the dynamics of gene expression/
repression and DNA repair in living cells and (2) char-
acterizing the dynamics of a long nuclear retained non-
coding RNA.

The Dynamics of Gene
Expression/Repression
R. Zhao, Z. Lazar

Our research during the past year has focused on the spa-
tial and temporal aspects of gene expression. Transcrip-
tion is silenced during cell division; however, it must be
reactivated upon exit from mitosis to maintain cell line-
age and cell cycle progression. The transmission of the
gene expression program from mother to daughter cells
has been suggested to be mediated by gene bookmarking,
which may involve transcription factors, histone modi-
fications/variants, and/or DNA methylation. However,
the mechanism by which gene bookmarking mediates
rapid postmitotic transcriptional reactivation remains
unclear. We used a real-time gene expression system to
quantitatively demonstrate that transcriptional activation
of the same genetic locus occurs with a significantly more
rapid kinetics in postmitotic cells versus interphase cells
(Fig. 1). RNA polymerase II large subunit (pol II) and
bromodomain protein 4 (BRD4) were recruited to the
locus in a different sequential order upon interphase ini-
tiation versus postmitotic reactivation resulting from the
recognition by BRD4 of increased levels of histone H4
lysine-5 acetylation (H4K5Ac) on the previously acti-
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Figure 1. Transcriptional activation of the same locus exhibits
faster kinetics during postmitotic activation than in the previous
interphase. (a,b) Outline of experimental design. After transcrip-
tional induction in interphase (a) or postmitosis (b), the mCherry-
RNA pol Il or MS2-YFP (nascent transcripts) fluorescent signals
were quantified over time and plotted (c,d). For RNA pol II: n =
17 for interphase induction, n = 19 for postmitotic reactivation.
For MS2: n = 13 for interphase induction, n = 25 for postmitotic
reactivation.

vated locus. BRD4 accelerated the dynamics of mRNA
synthesis in postmitotic cells by decondensing chromatin
and hence facilitating transcriptional reactivation.
Taken together, our results suggest the following
model to facilitate rapid postmitotic transcriptional ac-
tivation. Upon transcriptional induction in interphase,
various factors involved in gene expression are recruited
to the locus. Transcriptional activation results in an in-
creased level of H4K5Ac at the promoter region of the
locus. Upon entry into mitosis, transcription is shut
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down due to the condensation of chromatin and loss
of the transcription machinery. However, the enhanced
level of H4K5Ac is maintained during mitosis and
transmitted to daughter cells, serving as a gene book-
mark for postmitotic transcriptional reactivation. Upon
exit from mitosis, BRD4 is rapidly recruited back to
the daughter loci, presumably through recognition of
H4K5Ac at the promoter region, and this recruitment
leads to rapid chromatin decondensation at the locus,
which further facilitates the recruitment of other mem-
bers of the transcription complex, i.e., pol II and
CDK9. BRD4 and other members of the transcription
machinery then work cooperatively to achieve the rapid
postmitotic transcriptional reactivation of the daughter
loci in early G, phase cells.

In summary, we established a system to investigate
gene bookmarking during postmitotic transcriptional
reactivation and its underlying mechanism with inte-
grative approaches. Using a real-time imaging ap-
proach, we quantitatively revealed the significantly
more rapid kinetics of postmitotic transcriptional reac-
tivation than interphase transcriptional activation at the
same genetic locus in individual living cells, demon-
strating that postmitotic transcriptional reactivation is
mediated by a distinct mechanism mediated by gene
bookmarking. Furthermore, tethering experiments re-
vealed a previously unrecognized function of BRD4 in
chromatin decondensation, which may be key to the
mechanism mediating the rapid kinetics of transcrip-
tional reactivation in postmitotic cells. Together, our
findings significantly advance the understanding of
gene bookmarking and the mechanism of epigenetic
memory in mediating transcriptional reactivation.

Examination of DNA Repair Pathway
Choice Upon Zinc Finger Nuclease-
Induced Double-Strand Breaks

R.I. Kumaran, J. Li, Z. Lazar

In addition to examining the dynamics of transcription,
we have also been interested in examining the assembly
of the DNA-repair nanomachinery at sites of DNA dam-
age. We have developed and utilized live-cell imaging ap-
proaches in order to gain insight into the issues and
choices that must be considered by a cell to repair DNA
double-strand breaks (DSBs). We have demonstrated the
recruitment of the DNA DSB nonhomologous end join-
ing (NHE]) or homologous recombination (HR) repair
nanomachineries to green fluorescent protein (GFP)-

ZFN-induced DSBs, at a multicopy DSB reporter locus
in human U208 2-6-3 cells. Interestingly, upon expres-
sion of both the NHE] (mCherry-Ku80) and HR (EYFP-
Rad51) marker proteins in U20S 2-6-3 cells, a popu-
lation of cells exhibited recruitment of members of both
machineries, whereas others recruited only HR proteins
at the DSBs. This observation prompted us to carry out
a quantitative analysis of the frequency of recruitment of
NHE] or HR repair pathway proteins to ZFN-induced
DSBs. Such analyses showed that the HR nanomachinery
was recruited to the DSBs in 90% of the asynchronously
dividing U20S 2-6-3 cells, whereas the NHE] proteins
were recruited in 66% of the cells. However, the recruit-
ment of both the NHE] and HR machineries may be the
consequence of the 200-copy reporter locus.

To achieve our goal of visualizing the repair process
of a single DSB in living cells by the NHEJ/HR ma-
chinery, we have established a stable U20S-pSOEP-
62L cell line carrying one to two copies of a DSB
reporter locus. In this cell line, we have demonstrated
the recruitment of mCherry-53BP1 to GFP-ZFN-in-
duced DSB at a single site in the human genome. Im-
aging (at 0.1% laser intensity and 5-ms exposure) of
the Lacl-enhanced yellow fluorescent protein (EYFP)-
labeled locus in U20S-pSOEP-62L followed by
postacquisition processing by a denoising algorithm al-
lows for live-cell data to be acquired at 100 times lower
light exposure. This is especially critical, during fast
image acquisition of dynamic events, at very high tem-
poral resolution in a defined window of time in living
cells. In addition, we have also optimized imaging
(without considerable photobleaching) the LacI-EYFP-
labeled one-to-two copy locus (containing ~5 X 10* to
1 x 10° FPs) in U20S-pSOEP-62L cells using the
OMX microscope in structured illumination mode at
100-nm super-resolution. We are in the process of mak-
ing additional stable cell lines that will express multiple
DSB-repair components in a stable, inducible and
tightly regulatable way. We have also initiated optimiza-
tion of live-cell imaging in the one-to-two DSB re-
porter cell line. We followed the dynamic disassembly
of the DSB-repair nanomachinary (mCherry-53BP1)
at the one-to-two GFP-ZFN-induced DSBs, every 10
min for a period of 5 h. Ongoing studies are examining
the precise timing of the DSB-repair machinery disas-
sembly. Ultimately, by following living cells stably ex-
pressing various fluorescent protein markers through a
complete cell cycle, we will be able to distinguish (based
on cell size and morphology) the G, G,, and M stages
of the cell cycle and correlate this to the recruitment of
NHE]J/HR proteins.



Characterization of a Nuclear-Retained
Noncoding RNA Involved in the
Assembly of a Nuclear Body

Y. Mao, B. Zhang

The cell nucleus is a highly compartmentalized organelle
harboring a variety of dynamic membraneless nuclear
bodies. How these subnuclear domains are established
and maintained is not well understood. During the past
year, we have continued our analysis of the role of long
nuclear retained noncoding RNAs (ncRNAs) in nuclear
organization. We have focused our efforts on the MEN
€/ locus, which is up-regulated 3.3-fold upon myoblast
differentiation to myotubes. Two ncRNA isoforms are
produced from a single pol II promoter, differing in the
location of their 3" ends. MEN ¢€ is a 3.2-kb polyadenyl-
ated RNA, whereas MEN [ is a ~20-kb transcript con-
taining a genomically encoded poly(A)-rich tract at its
3’ end. These RNA transcripts are broadly expressed in
adult mouse tissues and conserved among mammals.
The MEN ¢/ transcripts are localized to nuclear
paraspeckles and directly interact with p54/nrb. Knock-
down of MEN €&/ expression results in the disruption
of nuclear paraspeckles. During the past year, we inves-
tigated the molecular mechanism of how paraspeckles
are assembled and organized. Paraspeckles are discrete
ribonucleoprotein bodies found in mammalian cells and
implicated in nuclear retention of hyperedited mRNAs.
We developed a live-cell imaging system that allows for
the inducible transcription of MEN €/ ncRNAs and
the direct visualization of the recruitment of paraspeckle
proteins. The reporter, modified from our previous stud-
ies and integrated at a single site in the C2C12 genome,
is visualized by expression and binding of enhanced cyan
fluorescent protein (ECFP)-Lacl at the LacO array.
Upon doxycycline (DOX) induction, a minimal cy-
tomegalovirus (CMV) promoter drives expression of
MEN ¢/B ncRNAs tagged with 24 MS2 RNA stem-
loop repeats. Nascent MEN €/f transcripts are visual-
ized by accumulation of EYFP-tagged MS2 viral coat
protein, which binds the MS2 repeats within the tran-
scripts. This system allows for the MEN €/f ncRNAs
transcription site, nascent MEN &/ B ncRNAs tran-

Cancer: Gene Regulation and Cell Proliferation 41

scripts, and protein recruitment to be simultaneously vi-
sualized in single living cells. Using this system, we were
able to demonstrate that MEN €/ ncRNAs are essential
to initiate the de novo assembly of paraspeckles. These
newly formed structures effectively harbor nuclear re-
tained mRNAs, confirming that they are bona fide func-
tional paraspeckles. By three independent approaches,
we showed that it is the act of MEN &/P transcription,
but not the ncRNAs alone, that regulates paraspeckle
maintenance. Finally, fluorescence recovery after photo-
bleaching analyses supported a critical structural role of
MEN €/B ncRNAs in paraspeckle organization. To-
gether, our findings established a model in which MEN
€/B ncRNAs serve as a platform to recruit proteins to
assemble paraspeckles. These data established a seeding
model for nuclear body formation in which MEN &/
ncRNAs were identified as pivotal nucleating molecules,
driven by transcription, to recruit proteins to assemble
paraspeckles. Ongoing studies are examining the func-
tion of MEN €/B RNAs in differentiation.
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MOLECULAR BIOLOGY OF PAPILLOMAVIRUSES

A. Stenlund S. Schuck

The papillomaviruses are a group of viruses that infect
and transform the basal epithelium, inducing prolifera-
tion of the cells at the site of infection. The resulting tu-
mors (warts) are in most cases benign and will usually
regress after some time, but certain types of human pap-
illomaviruses (HPVs) give rise to tumors that are prone
to progress toward malignancy, especially frequently cer-
vical carcinoma. Indeed, HPV infection appears to be a
necessary cause of invasive cervical carcinoma and thus
represents one of the few firmly established links be-
tween viral infections and the development of cancer.

An impediment to the study of papillomaviruses has
been the inability to define simple in vitro cell culture
systems for analysis of the viral life cycle. These viruses
normally require specialized differentiating cells that
only with difficulty can be generated in cell culture.
However, for a bovine papillomavirus (BPV-1), a con-
venient cell culture system exists where viral gene ex-
pression, oncogenic transformation, and viral DNA
replication can be studied. Thus, BPV has become a
useful model for these aspects of the viral life cycle. The
DNA replication properties of the papillomaviruses
show some unique and interesting characteristics. As
part of their normal life cycle, these viruses can exist in
a state of latency, which is characterized by maintenance
of the viral DNA as a multicopy plasmid in infected
cells. The copy number of the viral DNA is tightly con-
trolled, and the viral DNA is stably inherited under
these conditions. Papillomaviruses therefore provide a
unique opportunity to study plasmid replication in
mammalian cells. In addition, the viral DNA replica-
tion machinery represents one of the most promising
targets for antiviral therapy.

In previous years, we have reported the characteriza-
tion of the papillomavirus replicon and the identification
of the viral components that are required for viral DNA
replication. In recent years, we have directed our atten-
tion toward the biochemical events associated with ini-
tiation of DNA replication. We are studying the
biochemical properties of the viral E1 and E2 proteins
and how these two proteins interact with the viral origin
of DNA replication and with the cellular replication ma-
chinery to generate initiation complexes. Our studies
demonstrate that the E1 protein has all of the character-
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istics of an initiator protein, including ori recognition,
DNA-dependent ATPase activity, and DNA helicase ac-
tivity. The transcription factor E2, whose precise func-
tion has remained more elusive, appears to serve largely
as a loading factor for E1. Through direct physical inter-
actions with both E1 and the ori, E2 provides sequence
specificity for the formation of the initiation complex.

We are currently attempting to elucidate how the E1
and E2 proteins orchestrate the precise biochemical
events that precede initiation of DNA replication at the
viral ori. These events include binding of the initiator
to the ori and the initial opening of the DNA duplex
(melting), as well as the assembly and loading of the E1
replicative helicase at the replication fork. Our studies
so far indicate that these activities are generated in an
ordered process that involves the sequential assembly of
E1 molecules on the ori. This sequential assembly gen-
erates different complexes with different properties that
in turn recognize ori, destabilize the double helix, and
function as the replicative DNA helicase.

A Sequestration Module in the Amino
Terminus of E1 Controls Access

to the Region Containing the Nuclear
Localization Signal

The papillomavirus E1 protein is a multifunctional pro-
tein, which carries out essential functions in viral DNA
replication. Although E1 is well-studied, functions have
not been assigned to all parts of the protein. The func-
tion of the amino-terminal ~150 residues has especially
remained mysterious. Although a part of this sequence
is involved in nuclear import and export, these se-
quences account for only a fraction on the amino-ter-
minal domain. Given the parsimony that usually charac-
terizes viral proteins, it is likely that additional functions
are present in the amino-terminal domain. It has previ-
ously been demonstrated that a peptide derived from
the E1 nuclear localization signal (NLS) had DNA-
binding activity. We wanted to determine whether we
could detect this DNA-binding activity in the context
of the larger E1 protein. Because full-length E1 encodes
one DNA-binding activity in the E1 DNA-binding do-



main (DBD) and another DNA-binding activity in the
helicase domain, detection of this additional DNA-
binding activity in the context of the full-length E1
would be difficult. We therefore focused on just the
amino-terminal domain. We could isolate a minimal
fragment containing residues 92-120 that had strong
DNA-binding activity. Surprisingly, however, larger
fragments had reduced DNA-binding activity or lacked
DNA-binding activity altogether. Indeed, we could ob-
serve a distinct pattern. The intact amino-terminal frag-
ment (E1, ) lacked DNA-binding activity altogether.
Deletion of 25, 35, or 45 residues from the amino ter-
minus gradually increased the DNA-binding activity of
the fragment. Similarly, deletion of 30 residues from the
El ., fragment resulted in robust DNA-binding activ-
ity. These results indicate that in the presence of 3040
residues from the amino terminus and 3040 residues
from the carboxyl terminus of the E1,  fragment, the
DNA-binding activity is hidden or sequestered. Re-
moval of either the amino-terminal or carboxy-terminal
residues results in strong DNA binding. To determine
the function of this sequestered DNA-binding activity,
we generated mutations in the minimal fragment with
DNA-binding activity and tested for DNA binding. We
identified one point mutation, R106A, that failed to
bind DNA. Interestingly, when introduced into the viral
genome, this mutation resulted in a severe transforma-
tion defect, indicating either that the mutation affects
nuclear localization or that the DNA-binding activity
has a role in the viral life cycle. To establish whether the
amino-terminal domain in E1 has a role in the biochem-
ical activity of the E1 protein, we expressed and purified
full-length E1 containing several of the amino-terminal
deletions described above. Interestingly, although a large
deletion mutant, which removes most of the amino-ter-
minal domain, was fully functional for cell-free DNA
replication, several smaller deletions lacked DNA repli-
cation activity in the cell-free system. On the basis of
our biochemical assays, these mutants are defective for
the formation of a specific E1 double trimer complex,
which serves to generate local melting at the viral origin
of DNA replication. These results indicate that the
amino-terminal domain most likely has a regulatory role
in viral DNA replication and is not essential for the ini-
tiation process. The role of the sequestration module still
remains to be determined.

A Mechanism for Local Melting

Preparation of DNA templates for replication requires
the initial opening of the duplex to expose single-
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stranded DNA (ssDNA). This locally melted region is
required for replicative DNA helicases to initiate un-
winding. How local melting is generated in any replicon
is unknown, but initiator proteins from some viruses, in-
cluding the BPV E1 protein, can perform this process.
E1 is therefore an excellent tool and can provide under-
standing of the local melting process. Incubation of E1
with an ori fragment in the presence of ATP gives rise to
an E1 double trimer (DT) complex, which slowly is con-
verted into an E1 double hexamer (DH) complex. In the
process, the ori DNA is unwound as demonstrated by
the appearance of ssDNA in the form of an ssDNA/SSB
(single-stranded DNA-binding protein) complex.

To study the local melting process, we generated a
complete set of surface mutations in the E1 helicase do-
main based on the available structural information and
performed a screen for mutations that were capable of
forming the E1 DT but that failed to form the E1 DH.
Of -70 surface mutants, we identified 10 that were de-
fective for the transition between the DT and the DH.
These ten mutants were tested for local melting in per-
manganate reactivity assays. Nine of the mutants ar-
rested the melting process at the same time, within the
first 2 min of melting, and one mutant arrested the
melting at ~10 min. Interestingly, when we determined
where these residues were located in the E1 hexameric
ring structure, we found that the nine mutants in the
group that arrested early all fell neatly in the interface
between adjacent helicase domains in the hexamer. The
tenth mutant was located on the inner surface of the
hexameric ring. Because the interface mutants all have
wild-type DNA helicase activity, which requires hexa-
mer formation, these mutants were not defective for
hexamer formation per se. Instead, the defect of the in-
terface mutants is in local melting, which is a prerequi-
site for DH formation.

These results indicated to us that the E1-E1 interface
in the E1 hexamer was important for local melting but
not for hexamer formation. Because the hexamer is held
together by interactions between the oligomerization
domains, it is likely that the helicase domain interface
is involved in generating the force required for local
melting. On the basis of these results, we wanted to test
a model where the DT generates local melting by un-
twisting the ori DNA. Because such a mechanism would
depend on force being transmitted through the double-
stranded DNA (dsDNA), we could test this idea by gen-
erating ori templates containing nicks. Interestingly,
when nicks were present between the attachment sites
for the E1 DT, melting could not be observed, indicat-
ing that intact dsDNA is required for local melting, con-
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sistent with an untwisting mechanism. In contrast,
when nicks were introduced outside the E1 DT attach-
ment sites, no effect on local melting could be observed.
These results make it possible for the first time to pro-
pose a mechanistic model for local melting. Further-
more, although the structure of the interface between
the E1 monomers in the DT is not known, the muta-
tional screen maps the interface. The sensitivity of the
DT-to-DH transition to single-amino-acid substitutions
demonstrates that this interface is very sensitive to dis-
ruption, and because it is also well-conserved, it makes

this interface a potential target for small molecules that
could interfere with viral replication.
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DNA REPLICATION AND CHROMATIN INHERITANCE

B. Stillman M. Hossain J. Kinney M. Rossmann
J. Jansen A. Mazurek Y.-J. Sheu
N. Kara S. Mitelheiser  P. Wendel
H. Kawakami  S. Ni

Our genome contains the genetic information that is
transmitted from one cell to its two daughter cells during
cell proliferation and development of tissues and organs.
The genetic information in DNA is also copied, and half
of the duplicated information is passed on from parent
to child. The process of duplicating the DNA double
helix—the process that is central to genome inheri-
tance—is therefore of fundamental importance and has
been the focus of research in this laboratory for 30 years
at Cold Spring Harbor. DNA is wrapped up with pro-
teins that form chromatin, and chromatin structures,
which happen to be different in the various cell types in
our body, are also transmitted from one cell generation
to the next during the process that yields ~100 trillion
cells in our adult body. Thus, the information transfer
must be accurate and efficient. This year, progress has
been made on understanding how the process of genome
duplication is controlled, and we have gained additional
insight into the mechanism of chromatin inheritance and
higher-order chromosome structure.

Inheritance of Chromatin and
Gene Silencing

The genome of cells contains the DNA double helix that
is wrapped with histone proteins to form nucleosomes,
the fundamental building blocks for chromatin organi-
zation. Each nucleosome consists of two copies of a
dimer of histones H3 and H4 and two copies of a dimer
of H2A and H2B, the eight proteins forming a core pro-
tein structure around which ~140 bp of DNA is wound.
Strings of nucleosomes make up our entire genome, and
gaining access to the DNA in the nucleosomes has a
major role in controlling access to DNA regulatory re-
gions by proteins that control gene transcription. The
differentiated patterns of gene expression that are inher-
ited from one generation to the next in a particular de-
velopmental cell lineage are often referred to as epigenetic

inheritance. Every cell gets the same DNA sequences, but
modifications of DNA, via DNA methylation, and mod-

ifications on the histones by both methylation and acety-
lation, as well as other modifications, set up heritable dif-
ferences in gene expression patterns.

In the mid 1980s, we developed a biochemical sys-
tem that could assemble nucleosomes on DNA during
DNA replication and this process has been studied ever
since. A key player in this process is the chromatin as-
sembly factor-1 (CAF-1) that binds histone H3-H4
dimers and loads two dimers onto replicating DNA, fol-
lowed by loading two dimers of H2A-H2B to form the
nucleosomes with DNA wrapped around the outside of
the eight-histone protein core. CAF-1 was shown to
bind to a key DNA replication protein, PCNA (prolif-
erating cell nuclear antigen), that also functions as a
DNA polymerase clamp, which tethers the DNA poly-
merase to the replicating DNA and recruits many pro-
teins to the replicating DNA. We have shown that
certain mutations in PCNA and CAF-1 cause a defect
in inheritance of chromatin during DNA replication in
both yeast and human cells. Indeed, CAF-1 is essential
for human cell proliferation, but in yeast, it causes subtle
effects on chromatin structure and function.

Telomeres, the very ends of chromosomes, have long
been known to influence the expression of genes that lie
in their vicinity, and, in particular, they cause expression
of a gene in some cells and shut off expression in other
genetically identical cells. This epigenetic state is often
referred to as telomere position-effect variegation
(TPEV). Such an epigenetic state of gene expression near
telomeres was first observed in Drosophila, but it is
known to be widespread and even occurring in human
cells. A common assay for inheritance of the epigenetic
state of gene expression in chromatin involves the analysis
of a URA3 marker gene that is placed near one telomere
on chromosome VII in the yeast Saccharomyces cerevisiae.
The genetically tractable yeast thus offers a potentially
powerful system of understanding how telomeric gene
silencing occurs. Research by other investigators in the
1990s established that the URA3 gene placed at telomere
VII-L (URA3-TELVII-L) is expressed in some cells in
the population and thus the cells can grow on medium
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lacking uracil; however, in other cells in the same popu-
lation, the URA3 gene is shut off, causing cells to be re-
sistant to the toxic drug 5-fluoroorotic acid (5-FOA) that
the Ura3 enzyme metabolizes. This situation creates an
epigenetic state of expression of the URA3 gene near this
telomere, or TPEV.

We demonstrated a number of years ago that muta-
tions in the DNA replication protein PCNA, encoded
by the POL30 gene and its partner CAF-1, are required
for inheritance of the silenced state of URA3-TELVII-
L and thus the yeast could not maintain a 5-FOA-re-
sistant phenotype. PCNA and CAF-1 cooperate to load
histones H3-H4 onto DNA for assembly of nucleo-
somes during DNA replication. We used a genetic
screen to identify additional proteins that might func-
tion in this pathway and obtained some surprising re-
sults that resulted in a reassessment of a large amount
of literature on telomeric silencing in yeast.

For three proteins implicated in TPEV, CAF-1,
PCNA, and the histone methyltransferase DOT1, our
results demonstrated that the TPEV phenotype is due
either to alterations in nucleotide metabolism or to spe-
cific promoter effects at that particular locus on chro-
mosome VLL and not due to heterochromatin
formation, which was widely assumed. Specifically, the
locus into which the URA3 gene was introduced just
happened to be a particularly sensitive locus for TPEV
because the URA3 gene was expressed at low levels;
however, it was induced when the drug 5-FOA was
added to cells. The increased Ura3 enzyme increased
the flux of the toxic 5-FOA into nucleotide precursors
of DNA replication via the enzymes ribonucleotide re-
ductase and thymidylate synthase. Thus, the very drug
used to measure the epigenetic state induced changes
in URA3 gene expression, and thus, the phenotype of
the cells was altered because of metabolic changes and
not changes in gene silencing. These 5-FOA-induced
changes in metabolism occurred more readily in po/30-
8, cacA, and dotIA mutants, thereby inappropriately as-
signing them as modulators of TPEV. Although we
agreed that SIR proteins do silence gene expression at
this telomere, we suggested that the results of many
other mutant studies implicating a wide variety of genes
in TPEV could be explained not by defects in epige-
netic inheritance but by other effects of altered nu-
cleotide metabolism.

Our research, however, did discover what is most
likely the real defect in DNA replication-coupled as-
sembly by the CAF-1-PCNA pathway in yeast, namely,
a defect in global histone H3-H4 density, and hence
nucleosome density on chromosomes, that affects the

expression of genes normally not expressed or poorly
expressed in the haploid cells we studied. This observa-
tion is interesting because CAF-1 is essential in human
cells and binds histone H3.1 but not histone H3.3, yet
CAF-1 is not essential in yeast and yeast have only his-
tone H3.3. Thus, the H3.1-CAF-1 axis is essential for
propagation of the genomes of cells with large genomes.
Moreover, CAF-1 defects in plants cause profound var-
iegation among individuals (stem fasciation), and we
suggest that this is caused by a similar, global defect in
histone deposition that has major secondary conse-
quences for gene expression.

Break-Induced and DNA
Replication Factors

In last year’s report, we described results of an analysis
of the essential nature of the Cdc7-Cbf4 (DDK) pro-
tein kinase in DNA replication. We demonstrated that
the essential target for DDK is a domain in the Mcm4
protein that acts as an intrinsic inhibitor of the initia-
tion of DNA replication. We collaborated with the lab
of Jim Haber at Brandeis University to study the role
of DDK in double-stranded DNA break-induced repli-
cation (BIR). This replication-associated repair pathway
is an efficient homologous recombination pathway used
to repair a DNA double-strand break when homology
is restricted to one end of a chromosome. The Haber
lab has shown that all three major replicative DNA
polymerases are required for BIR, including the other-
wise nonessential Pol32 subunit of DNA polymerase 6.
BIR also requires the replicative DNA helicase (Cdc45,
the GINS, and Mcm2-7 proteins) as well as Cdtl. In
contrast, both subunits of the origin recognition com-
plex (ORC) and Cdc6, which are required to create a
prereplication complex (pre-RC), are dispensable. In
this collaboration, we showed that the Cdc7 kinase, re-
quired for both initiation of DNA replication and
postreplication repair, is also required for BIR. These
results suggest that origin-independent BIR involves
cross-talk between normal DNA replication factors and
post-replication repair and that DNA replication dur-
ing BIR involves many of the key replication proteins
that are required to replicate the DNA during S phase.

Origin Recognition Complex
and Heterochromatin

A number of years ago, Mike Botchan and his col-
leagues showed that Drosophila ORC localized with



heterochromatin protein 1 (HP1) and that the Orcl
subunit interacted with this protein. Prior work from
this laboratory demonstrated a similar interaction in
human cells; however, in the human cell system, there
was a paradox because Orcl is degraded at the G -to-
S-phase transition and yet HP1 proteins still colocalize
with Orc2 and Orc3 subunits during S and G, phase
when there is no Orcl in the cell. This prompted us to
investigate the interactions between HP1 and ORC in
more detail.

HP1, which exists in human cells in a number of iso-
forms (o, B, and 7), contains both chromo- and
chromo-shadow domains and localizes to all heterochro-
matic loci in animal cells, including centromeres. It par-
ticularly localizes to heterochromatin marked with the
histone K9—trimethylation modification. Surprisingly,
it was shown by a number of groups a few years ago that
the HP1 proteins were dynamically associated with the
heterochromatin, with an apparent half-life on the chro-
matin of ~4 seconds. We have now demonstrated that
in human cells, multiple ORC subunits associate with
HP1lo- and HP1B-containing heterochromatic foci.
Fluorescent bleaching studies indicated that multiple
subcomplexes of ORC existed at heterochromatin, with
Orcl stably associated with heterochromatin in G,
phase, whereas other ORC subunits have transient in-
teractions throughout the entire cell division cycle. In
addition to Orcl, we demonstrated that Orc3 directly
bound to HP1a and two domains of Orc3, a coiled-coil
domain and a separate MIR domain, that is also present
in CAF-1 independently bound to HP1co.. However,
both domains were essential for in vivo localization of
Orc3 to heterochromatic foci. Direct binding of both
Orcl and Orc3 to HP1 suggests that following the
degradation of Orcl at the G,/S boundary, Orc3 facili-
tates assembly of ORC/HP1 proteins to chromatin. Al-
though depletion of Orc2 and Orc3 subunits by small
interfering RNA (siRNA) caused loss of HP1at associa-
tion to heterochromatin, loss of Orcl and Orc5 caused
aberrant HP1o distribution only to pericentric hetero-
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chromatin surrounding nucleoli. Depletion of HP1a
from human cells also showed loss of Orc2 binding to
heterochromatin, suggesting that ORC and HP1 pro-
teins are mutually required for each other to bind to het-
erochromatin. Similar to HP1o-depleted cells, Orc2
and Orc3 siRNA-treated cells also showed loss of con-
densation at Oi-satellite repeats, suggesting that ORC to-
gether with HP1 proteins may be involved in organizing
higher-order chromatin structure and centromere func-
tion. More recent studies, to be published later, have
demonstrated that Orc2 and Orc3 have a direct role in
centromere activity in human cells.
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Cancer genetics focuses on understanding the genetic basis of cancer, cancer progression, and devel-
opment of resistance to chemotherapy.

Gregory Hannon is a pioneer in the study of RNA interference (RNAI), a process in which dou-
ble-stranded RNA molecules induce gene silencing. Hannon and colleagues have elucidated key el-
ements of the RNAi machinery and have led the way in using RNAI to study cancer biology and
genetics, generating a library of short hairpin RNAs (shRNAs) that have been widely applied in
gene silencing studies. This year, by analyzing an miRNA molecule produced in developing red
blood cells, Hannon’s team discovered an alternative pathway of miRNA generation. Existence of
this alternative pathway helps to explain evolutionary pressure to maintain a catalytically active Arg-
onaute protein in animal cells. In other work, the Hannon lab discovered that mRNAs can be tar-
geted for destruction by several modes and molecules, highlighting a previously unanticipated
complexity in the control and regulation of the cell’s genetic messages. Also in 2010, innovative se-
quencing technologies developed in recent years by Hannon and colleagues were brought to bear
in the Neanderthal genome project. The array-capture resequencing method enabled the team to
show the remarkable similarity in proteins encoded by corresponding sets of 14,000 Neanderthal
and human genes. Exome resequencing also enabled the team to quickly and economically identify
a point mutation that causes Joubert syndrome, a rare and devastating neurological illness that dis-
proportionately afflicts Ashkenazi Jews.

Scott Lowe’s laboratory studies cancer gene networks and determines how genetic lesions affecting
these networks contribute to tumor development and resistance to therapy. This year, Lowe and col-
leagues showed how mutations in K-7zs and p53 act to reinforce one another to change the character
of blood precursor cells, transforming them into cells that can renew themselves—and thus prolif-
erate—indefinitely, somewhat as cancer stem cells are theorized to do. Lowe’s team has adapted
RNA interference (RNAI) technology to produce animal models in which genes can be switched
on and off in a spatial, temporal, and reversible manner and has used this to study the impact of
tumor suppressor genes on tumor development and tumor maintenance. He also has spearheaded
a collaborative effort involving four other CSHL labs to identify novel tumor suppressor genes. He
combined his earlier integrated oncogenomics approach on human liver cancers with RNAi-based
screening in a mouse model. The lab also studies cellular senescence, a potentially powerful mech-
anism for suppressing tumor formation. This year, they discovered that the gene-suppressing activity
of the retinoblastoma (R6) gene can be traced to its ability to trigger senescence. The team had pre-
viously demonstrated that senescence also helps to limit wound-healing responses in liver disease, a
finding that suggests that growth arrest has functional relevance, in addition to cancer, in the main-
tenance of tissue homeostasis following damage.

Robert Lucito has had an important role along with Michael Wigler in developing innovative
technologies, including RDA, ROMA, MOMA, and CGH, that have proven to be valuable to cancer
researchers worldwide. As an experimentalist, Lucito conducts studies using these techniques to detect
copy-number changes in large sets of human ovarian and pancreatic cancer tissue samples. His lab
also has turned its attention to epigenetics, specifically to the study of methylation throughout the
genome. When methyl groups in sufficient numbers attach to cytosine bases in DNA, the packing
of DNA into the chromosomes can be altered, reducing the levels at which methylated genes are ex-
pressed. Under circumstances that Lucito is exploring, this may be a means by which normally pro-
tective tumor suppressor genes are turned off, rendering cells tumorigenic.

Alea Mills is studying genetic pathways important in cancer and aging, identifying the genetic
players and determining how aberrations in their functions culminate in human disease. Through
innovative use of a technique called chromosome engineering, the Mills group identified a tumor
suppressor gene that had eluded investigators for three decades. The gene, called Chd5, was shown
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by Mills to regulate an extensive cancer-preventing network. The epigenetic role of Chd5 in devel-
opment, cancer, and stem cell maintenance is currently being investigated. The Mills lab is also
studying p63 proteins, which regulate development, tumorigenesis, cellular senescence, and aging,
in vivo. They succeeded in halting the growth of malignant tumors by turning on production of
one of the proteins encoded by the p63 gene, called TAp63. During the last year, they discovered
that a different version of p63, called ANpG63, reprograms stem cells of the skin to cause carcinoma
development—the most prevalent form of human cancer. Modulation of these proteins may offer
new ways to treat human malignancies in the future.

Scott Powers” work focuses on gene mutations that cause cancer and factors that influence re-
sponses to specific anticancer drugs. His lab uses technologies that probe the entire genome to iden-
tify candidate cancer genes and evaluate their functional role in cell transformation and tumor
biology. They also use whole-genome technologies to guide development of novel cancer diagnostics
and therapeutics. Using DNA copy-number analysis, the Powers group pinpoints novel amplified
oncogenes and then applies functional studies to address the validity of candidate genes and the
mechanisms by which they are implicated in oncogenesis. They have successfully applied this ap-
proach in liver, colon, and lung cancer. Powers has also had an important role in the development
of a distinctive CSHL approach to functional study of cancer genes. Called integrative oncoge-
nomics, the approach uses a rapid, large-scale screen for genes that are deleted or amplified in human
cancers and suspected of being tumor suppressors in the case of deletions, or oncogenes in the case
of amplifications. As a follow-on study to last year’s discovery of 13 previously unknown tumor
suppressors whose deletion resulted in aggressive cancers, this year Powers, together with the Lowe
lab, discovered 10 new amplified oncogenes. This is now the basis for a new targeted therapeutic
strategy for treating liver cancer.

Michael Wigler’s group uses methods for comparative genome analysis to study cancer (together
with Jim Hicks of CSHL) and human genetic disorders. These methods evolved from earlier tech-
niques—from representational difference analysis (RDA), used to find tumor suppressors, oncogenes,
and pathogenic viruses, to microarray and now to DNA sequence-counting methods, to reveal changes
in the numbers of copies of sections of the genome (regions of deletion and duplication), mutations
that may underlie the evolution of cancers and human genetic disorders. Wigler’s group focuses on
breast cancer and leukemias and is engaged in collaborative clinical studies with major national and
international research oncologists to discover mutation patterns predicting treatment response and out-
come. The group has developed methods for the analysis of the genomes of single cells that have led
to new insights into the clonal evolution and heterogeneity of cancers. This work may lead to a better
understanding of metastasis and progression, shed light on the stem cell hypothesis of cancer, and have
clinical application in the early detection of cancer and its recurrence. Wigler and colleagues made
great headway in the discovery of the causative mutations in autism. Their results show that spontaneous
mutation has a far greater role in autism than previously suspected. They have developed a new theory
of autism’s genetic basis that explains otherwise bewildering patterns of inheritance, and they are testing
the new genetic model in other disabling genetic disorders, such as congenital heart disease (with
Dorothy Warburton at Columbia University) and pediatric cancer (with Ken Offit at Memorial Sloan-
Kettering Cancer Center). Wigler also has spearheaded the development of a Center for Quantitative
Biology at CSHL, with initial funding from the Simons and Starr Foundations.
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RNA INTERFERENCE MECHANISMS AND APPLICATIONS
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Our lab continues to focus on three distinct areas. First,
we study RNA biology, with a focus on noncoding
RNAs. Second, we study the roles of small RNAs in
cancer, mainly breast cancer, and use these small RNAs
as tools to uncover tumor-specific vulnerabilities as po-
tential therapeutic targets. Third, we develop technolo-
gies, mainly in the areas of mammalian genetics and
genomics, with a particular focus on next-generation
sequencing. A selected set of laboratory projects are de-
scribed in detail below.

This year, three students obtained their Ph.D. de-
grees and departed the laboratory. Tkuko Hotta joined
Jim Manley at Columbia and Colin Malone departed
to Ruth Lehman’s lab at New York University, both as
postdoctoral fellows. Yaniv Erlich became a Whitehead
fellow at the Massachusetts Institute of Technology.
After a brief postdoctoral stint, Adam Rosebrock ac-
cepted a position as a fellow at the University of
Toronto. Ania Jankowska, who originally joined the lab
as an undergraduate volunteer from Stony Brook Uni-
versity, left her technician position at CSHL to enter a
Ph.D. program at Columbia University. Finally,
Pramod Thekkat moved from CSHL to Novartis.

The lab was joined by four outstanding students.
Xin Zhou came from Stony Brook University, whereas
Wee Siong Goh (aka Sho), Silvia Fenoglio, and Kaja
Wasik came from the Watson School. We were also
joined by three new postdoctoral fellows. Sung Wook
Chi came from the Darnell lab at The Rockefeller Uni-
versity, and Yang Yu joined us from Case Western Re-
serve. Stephanie Shaw, who completed her Ph.D. with
Adrian Krainer, came back to CSHL after working for
a time with Rui Ming Xu.

With the expansion of several large-scale projects,
we were joined by a number of new research associates,
including Michael Baer, Emily Harrison, Christine Pe-
terson, and Kui Tian, who left recently to take a posi-
tion in industry.

We continued our tradition of hosting visiting inves-
tigators, with Tasman Daish coming to work on mono-
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treme small RNAs, and two summer undergraduates,
Connie Martin and Ashley Maceli having worked with
Felix Muerdter and Emily Hodges, respectively.

Genome-Wide Analysis of DNA
Methylation During Stem Cell
Differentiation and Development

E. Hodges, A. Molaro [in collaboration with A. Smith,
University of California, Los Angeles]

DNA methylation is a stable, mitotically inherited epi-
genetic mark that contributes to the transcriptional pro-
gramming underlying cellular identity and specifi-
cation. During the last year, we produced and exten-
sively analyzed genome-wide maps of DNA methyl-
ation at single-base resolution for the methylomes of
three specific cell types purified from the hematopoietic
lineage: an early stem cell and two derived, terminally
differentiated cell types of the myeloid and lymphoid
branches. Through this project, we have generated the
first sequenced methylomes derived from purified
human cell populations, as well as the first to be se-
quenced exclusively from female individuals. Examina-
tion of the relationships between the three cell types
chosen for this project revealed several interesting find-
ings, including dynamic patterns of expansion and con-
traction of domains of hypomethylation that correlated
significantly with changes in gene transcription. Aber-
rant DNA methylation leads to deficiencies in stem cell
self-renewal and can ultimately disrupt the normal de-
velopment of mature tissues. In addition, abnormal lev-
els of DNA methylation near the loci of tumor sup-
pressors and oncogenes have been shown to contribute
to tumor progression. Therefore, establishing the refer-
ence sequence for the methylomes of normal cell types
is critical for understanding the changes that contribute
to disease. Furthermore, these data will provide insight
into differential methylation patterns that influence lin-
eage decisions.



Structural Variation in Human
Cancer
A. Canela

Structural variations including copy-number polymor-
phisms (CNV), as well as insertions, inversions, and
translocations, have an important role in tumor devel-
opment. Although the mutagenic effects of transloca-
tions have long been seen as critical to the development
of hematological malignancies, only recently have tech-
nological advances allowed genome-scale analysis of re-
arrangements in common solid tumors. We study
structural variation in breast cancer cells at single-base
resolution by next-generation sequencing. As a first ap-
proach, we focused on regions previously characterized
by comparative genomic hybridization (CGH) as con-
taining CNVs as landmarks for identifying complex
chromosomal rearrangements. We purified these re-
gions in breast cancer cell lines by array-based genomic
capture and deciphered them by sequencing the precise
structure of genomic rearrangements, which leads to
detection as copy-number loss and gain in the CGH
(in collaboration with the Wigler lab at CSHL). Be-
cause not all the areas of CNV may contain complex
chromosomal rearrangements, we used as an unbiased
approach large-fragment genomic libraries as “jumping
libraries” to scan by sequencing the whole genome for
structural variation events. The use of these approaches
in a panel of breast cancer cell lines allows us not only
to characterize structural variation and study their
repercussion in breast tumorigenesis, but also to iden-
tify areas of the genome that act as hot spots of struc-
tural variation and their potential as landmarks for
chromosomal rearrangements in cancer.

Investigating DNA Methylation Profiles
during Mammalian Gametogenesis

A. Molaro, E. Hodges, K. Marran [in collaboration with
A. Smith, University of California, Los Angeles]

We profiled genome-wide CpG methylation in male
germ cells at various stages of gametogenesis. Using
high-throughput bisulfite sequencing, we generated the
complete map of methylation marks in primary sperm
cells from humans and chimpanzees and compared
these with somatic cultured cells (Lister et al., Nazture
462:315 [ 2009]). We showed that despite ~70% of all
CpGs being methylated, mature germ cells transmit a
large number of hypomethylated regions (HMRs) over-
lapping all genomic annotations. Among these, we
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characterized an unprecedented set of repeat copies (in-
cluding retrotransposons) as evading de novo methyla-
tion in a germ-cell-specific fashion. We also investigated
the methylation status of CpG islands in mature sperm
and showed that hypomethylation of these regions was
not prerequisite for their maintenance during evolution
because many CGlIs remain methylated in mature germ
cells. In general, sequence conservation correlated well
with conservation in methylation status; however, re-
gions of divergence exist. We consequently quantified
the impact of CpG variation on methylation in regions
of otherwise high sequence conservation and showed
that a certain level of decoupling exists between genome
and epigenome evolution.

Using Oct4-GFP transgenic mice, we sorted and an-
alyzed the methylation of 13.5-dpc embryonic gonad
and showed that only 4% of all CpGs retained methyl-
ation at this stage. We also analyzed the methylation
profiles of mouse 2-day spermatocytes and saw similar
patterns than observed those with human and chimp
samples.

We also performed a detailed characterization of
methylation as well as transcriptional patterns at several
stages of germ cell maturation in wild-type and Piwi-
interacting RNA (piRNA)-deficient animals. We found
that despite the significant number of retrotransposons
potentially targeted by piRNAs, only a small subset de-
pend on the pathway for proper remethylation as the
overall methylation levels only drop by 10%. We
showed that these elements display a strong transcrip-
tional reactivation prior to their silencing, indicating
that they might help their selective targeting by over-
loading Piwi proteins by displaying nascent transcripts.
We propose that whereas most remethylation is estab-
lished by default as germ cells mature, some retrotrans-
posons mimic regions normally protected (e.g.
promoters) and require a transcription-dependent
piRNA-mediated pathway to be properly targeted by
the de novo methylation machinery.

Probing the Initiation and Effector
Phases of the Somatic piRNA
Pathway in Drosophila

A. Haase, S. Fenoglio, F. Meurdter, P. Guzzardo, B. Czech, A.
Gordon, D. Pappin [in collaboration with C. Chen, Applied
Biosystems]

Combining RNA interference (RNAI) in cultured cells
and analysis of mutant animals, we probed the roles of
known piRNA pathway components in the initiation
and effector phases of transposon silencing. Squash as-
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sociated physically with Piwi, and reductions in its ex-
pression led to modest transposon derepression without
effects on piRNAs, consistent with an effector role. Al-
terations in Zucchini or Armitage reduced both Piwi
protein and piRNAs, indicating functions in the for-
mation of a stable Piwi RISC (RNA-induced silencing
complex). Notably, loss of Zucchini or mutations
within its catalytic domain led to accumulation of un-
processed precursor transcripts from flamenco, consis-
tent with a role for this putative nuclease in piRNA
biogenesis.

Functional Dissection of Primary piRNA
Biogenesis in Drosophila
F. Muerdter, P. Guzzardo, A. Haase, B. Czech

piRNAs together with Piwi-clade Argonaute proteins
constitute an evolutionary conserved germline-specifc
small RNA silencing system that is implicated in gene
silencing, particularly of repetitive elements, germline
differentiation, and maintenance of germline stem cells;
mutations in Piwi almost universally lead to sterility
and germ cell loss.

In Drosophila melanogaster, primary piRNA biogen-
esis involves the processing of a primary transcript into
mature small RNAs by so far unknown factors. To se-
lectively search for enzymes involved in such biogenesis
or downstream effector pathways, we make use of an
insect cell line derived from the ovary of Drosophila.
This cell line, the ovarian somatic sheet (OSS) cell line,
only expresses Piwi but not Aubergine or Argonaute3.
Consequently, these cells do not show signatures of sec-
ondary piRNA biogenesis or the ping-pong cycle.

We are preparing a genome-wide high-throughput
RNAI screen in OSS cells. So far, this included estab-
lishing the cell line, testing our capability to transfect
and knock down endogenous genes, and ultimately de-
veloping an assay to screen for transposon derepression
upon disruption of primary piRNA pathways. By test-
ing each one of the ~16,500 double-stranded RNAs in
our Drosophila RNAI library in individual transfec-
tions, we are now able to assess the impact of each par-
ticular knockdown on primary piRNA biogenesis or
function. The disruption of known and novel factors
involved in these pathways leads to elevated transposon
levels, which can be detected by quantitative poly-
merase chain reaction (PCR). With this unbiased ap-
proach, we are going to explore new and maybe
unexpected directions in this exciting field of RNA; re-
search.

Pathways Driving Mammary
Epithelial Development

C. Dos Santos [in collaboration with A. Smith,
University of California, Los Angeles]

Mammary gland stem cells (MaSCs) are a highly dynamic
population of cells responsible for the generation of the
gland during puberty and its expansion during pregnancy.
Understanding how MaSCs are regulated has become a
particularly important area of research, given that they
may be particularly susceptible targets for transformation
in breast cancer. However, a major challenge in the field
is the prospective identification of MaSC, with currently
used cell surface markers (CD24* and CD29high) only
being capable of enriching for MaSCs. The improved
identification of MaSCs would enable enormous insight
into the mechanisms of self-renewal pertinent to normal
mammary physiology and breast cancer.

To improve specific isolation of MaSCs, we are using
a label-retention strategy to distinguish quiescent stem
cells from their more proliferative progenitor cell pop-
ulations. Our approach uses a transgenic mouse strain
where histone H2b is linked to green fluorescent pro-
tein (GFP) under the conditional regulation of doxy-
cycline (from Elaine Fuchs at Rockefeller).

Our findings indicate that mammary cells that retain
H2b-GFP following transient induction are enriched for
self-renewal characteristics in vitro and in vivo, beyond
all currentdy used markers for MaSC. Moreover, global
expression analysis using RNA-Seq of sorted label-retain-
ing cells has enabled identification of novel candidate sur-
face markers specifically expressed in H2b-GFP-positive
cells compared to all other mammary gland cell types.

Ultimately, the discovery of new markers that better
define the MaSC compartment may provide comple-
mentary insights into mammary gland development
and mammary tumorigenesis.

Variations in Gene Expression
among Single Cells

S.W. Chi [in collaboration with ). Kulik, R. Taft, Jackson lab,
Cold Spring Harbor Laboratory]

A tumor is composed of a heterogeneous population of
cells. One type of diversity can arise as a subpopulation
of cells with multilineage potential, “cancer stem cells.”
According to this model, mechanisms underlying tumor
heterogeneity parallel fundamental principles of differ-
entiation processes during mammalian development.
These decisions are both preceded and reflected by vari-



ations in the expression patterns of individual cells, pat-
terns that would never be revealed in aggregate expres-
sion profiles within a tissue. A second source of diversity
is the potential for different cells to harbor private mu-
tations, contributing to tumor progression and therapy
resistance. This is the driving force behind “clonal evo-
lution.” Yet, virtually all studies of developing tissues
and tumors are aggregate analyses of potentially different
cell types. Both types of diversities can be investigated
by analysis of single cells. For this purpose, we are de-
veloping a platform to map transcriptome profiles of
single cells, initially studying population diversity in de-
veloping embryos as a means to validate the approach
and then using the method to analyze transcriptome and
mutation diversity among single cancer cells. These
studies will provide new insights into mechanisms un-
derlying tumor heterogeneity and may impact the way
we use genomic information to guide cancer therapy.
We have optimized RNA-Seq methods for profiling
mRNAEs in a single cell (single-cell RNA-Seq) and suc-
cesstully generated cDNA from a single oocyte (-470 pg
of total RNA) with great reproducibility (R* = 0.8; be-
tween two individual oocytes) and coverage (~10,000
transcripts detected; reaching the number of transcripts
detected by microarray in RNA derived from an aggregate
collection of thousands of oocytes). We have also success-
fully scaled down our procedure to smaller RNA quanti-
ties (~12.5-125 pg of total RNA) within the estimated
range of RNA from developing embryos up to the 32-cell
stage (~15 pg). Twelve eight-cell embryos have been col-
lected with the aid of Rob Taft and John Kulik at the Jack-
son Labs. Among them, two eight-cell embryos were
preliminary analyzed by single-cell RNA-Seq, showing
some transcript variation in individual eight-cells. We con-
tinue to optimize the protocol and complete the rest of
the eight-cell embryos to further investigate the differential
expression of transcripts during embryo development.

HITMAN: Methods to Trace
Neuronal Connectivity

D. Bressan [in collaboration the Zador Lab, Cold Spring
Harbor Laboratory]

Our research seeks to develop a novel technique to resolve
the connectivity map of a complex neural network—
namely, the animal brain—with an unprecedented effi-
ciency and throughput. Until now, all the efforts directed
toward the resolution of this problem, a fundamental one
in neuroscience, have used an approach based on mi-
croscopy, by imaging multiple neurons in the brain and
reconstructing the pattern of their processes. This strategy
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makes the aim of producing a complete high-resolution
(microscopic) network map extremely expensive and time-
consuming, In contrast, our technique will use a molecular
carrier to transport a genetic “bar code” among neurons.
The circuit-specific recombination of bar codes, each one
specific for a single neuron, will be read with great effi-
ciency by next-generation sequencing, and bioinformatics
will be used to reconstruct the network map. This method
will allow us to map at single-cell resolution hundreds of
thousands of cells in a reasonable time. In the past year,
we have explored several options to find the ideal molec-
ular “carrier” to transport the bar code. We are about to
start a screen to identify novel proteins capable of moving
a genetic sequence across synapses. It is our hope that this
work will contribute to the broader “connectome” project
as part of our collaboration with the Zador lab.

Mechanisms of Transformation
in Sarcomas

E. Tonin, A. Gordon [in collaboration with R. Maestro,
CRO, Aviano, Italy]

Sarcomas represent a rare form of tumor (~1% of all
neoplasms) arising from still-undefined mesodermal
cells. Despite their rarity, their very aggressive behavior,
their often early onset, and their poor response to con-
ventional therapies (5-year disease-free survival is less
than 10%) make sarcomas one of the most challenging
types of tumors. Histologically, they have been subdi-
vided into more than 50 different categories, depending
on cell shape and immunophenotipic features. Unfor-
tunately, current classification fails to predict tumor be-
havior or provide useful information about treatment.
Thus, a novel and more efficient classification criteria—
the identification of the molecular pathways involved
in the transformation of mesenchymal cells and their
potential therapeutic targeting—represent important
goals in the field of cancer research. With these consid-
erations, we focus on two main projects.

First, we performed microRNA (miRNA) expression
profiling of different subtypes of soft tissue sarcomas
using deep-sequencing approaches to identify and
quantify small RNAs involved in their development
and progression. In fact, data available to date clearly
support the involvement of miRNA in cancer etiology
and strongly suggest their possible use as valid markers
of diagnosis and prognosis and, eventually, as new tar-
gets or tools for a specific therapy. An aberrant miRNNA
expression is correlated with specific biopathologic fea-
tures, disease outcome, and response to specific thera-
pies in different tumor types, but very licte is known
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about sarcomas. We collected formalin-fixed/paraffin-
embedded samples (Dr Dei Tos, Treviso City Hospital,
Italy) of ~150 untreated primary sarcomas of eight dif-
ferent subtypes and their normal counterpart. Briefly,
we extracted the total RNA, isolated the small RNA,
and then prepared the cDNA libraries. We submitted
them for high-throughput sequencing by Illumina.
Data were analyzed using Galaxy bioinformatic tools.
So far, we have collected preliminary data that must be
statistically improved, increasing the number of se-
quenced samples for each subtype. The most represen-
tative group we have is composed of leiomyosarcomas,
in which, for instance, we saw a consistent overexpres-
sion of miR-144 and miR-451 and a down-regulation
of miR-1 and miR-143 (differentiation of smooth mus-
cle cells), compared to their normal counterparts.
Second, we focused on the study of one of the most
common soft tissue sarcomas in adults, the myxoid li-
posarcoma (MLS). Approximately 90% of cases show a
characteristic t¢(12;16)(q13;p11) translocation, which
produces the FUS-CHOP (FC) oncogene. Not much is
known about this transcription factor and about how it
participates in the development and progression of this
neoplasia. A big step forward would be to identify all its
potential binding sites. For that, we decided to use the
chromatin immunoprecipitation high-throughput se-
quencing (ChIP-Seq) technique to find DNA fragments
enriched for FC-binding sites. Briefly, we used the ChIP
technique for FCin MLS cell lines and in FC-trans-
fected cells (we used a dedifferentiated liposarcoma cell
line as negative control). We then made a DNA library
of the immunoprecipitated DNA and sequenced it by
using the Solexa platform. The reads we obtained were
mapped to the genome using a personalized implemen-
tation of Bowtie (an ultrafast, memory-efficient short-
read aligner). We then used the peak caller MACS to
identify the enriched regions. From a list of FC target
genes (HSPA9, HSPAS, BEST1, AKT3, USP30), we
predicted three possible binding-site motifs. All these
data are now being confirmed by RNA-Seq analysis.

miRNA Regulation of Mouse Embryonic
Stem Cells
M. Kudla

miRNAs are small RNA molecules, which have recently
emerged as major regulators of various cellular processes.
They act by inhibiting translation or causing degradation
of the protein encoding transcript. Thanks to the cross-
linking immunoprecipitation (CLIP) method, it is now
possible to have a direct read-out of the miRNA target

sites. This makes it possible to explain the transcriptome-
wide systemic effects of miRNA. We investigate the iden-
tity of mouse embryonic stem (ES) cells from the per-
spective of transcripts inhibited by miRNAs. The data
obtained also give insight into the cellular control of gene
expression on the posttranscriptional level in ES cells.

The Long and Short of Noncoding RNAs
J. Preall

Noncoding RNAs (ncRNAs) are rapidly emerging as cen-
tral players in the regulation of the epigenome, and they
can act by guiding X-chromosome inactivation, DNA
demethylation, imprinting, or other chromatin modifica-
tions. Chromatin organization and epigenetic regulation
by ncRNAs is likely to be a complex, global phenomenon.
Many potential mechanisms of ncRNA action would re-
quire their stable association with chromatin as they re-
cruit protein machinery or guide epigenetic changes.

We have been working to identify novel ncRNA
species that are stably bound to chromatin with the
intention to eventually examine their correlation with
epigenetic marks that accompany malignant transforma-
tion. We have developed a pulse-chase method for label-
ing and sequencing RNAs specifically associated with
chromatin that enriches for stably associated nuclear
RNAs versus nascent transcripts. This method involves
metabolic labeling with modified ribonuclosides fol-
lowed by in vitro biotinylation and subsequent purifica-
tion. We have also been working to identify RNAs
bound in the vicinity of known chromatin marks and
chromatin-bound protein complexes using a modified
ChIP protocol. There is also much speculation regarding
the physical nature of chromatin-bound RNA, and
among the possibilities is that regions of RNA:DNA hy-
brid duplex are formed that tether the RNA to their site
of action. We are currently building sequencing libraries
from material precipitated by a monoclonal antibody
(89.6) that specifically interacts with the RNA:DNA hy-
brid duplex structure. These approaches combined will
provide a unified view of the origins, localization, and
structure of chromatin-bound RNAs that are hypothe-
sized to have important roles in epigenetic control and
cell fate decisions.

The Conservation of Argonaute Catalysis
S. Cheloufi

The Argonaute proteins are highly conserved through-
out evolution. They associate with diverse classes of



small RNAs to mediate gene silencing in developmental
programs and participate in defense responses to
viruses, transposons, and cellular stress. Vertebrate
genomes encode four argonaute clade proteins. In mice,
AGO?2 is essential for embryogenesis, hematopoiesis,
and oogenesis. The developmental functions of the re-
maining Argonaute family members, AGO1, AGO3,
and AGOA4, remain elusive. We demonstrate that indi-
vidual deletions of Ago1, Ago3, and Ago4, or deficiency
of all three Argonautes have no apparent impact on
normal mouse development or fertility. In contrast to
its family members, we found that AGO2 is uniquely
expressed in the extraembryonic lineage and is required
for proper placental development. The nucleolytic ac-
tivity of Argonautes is deeply conserved, despite its hav-
ing no obvious role in miRNA-directed gene silencing.
AGO?2 is the only family member retaining this enzy-
matic activity. To investigate the evolutionary pressure
to conserve Argonaute enzymatic activity, we engi-
neered a mouse with catalytically inactive Ago2 alleles.
Homozygous mutants died shortly after birth with an
obvious anemia. Examination of miRNAs and their po-
tential targets revealed a loss of miR-451, a small RNA
important for erythropoiesis. Althhough this miRNA
is processed by Drosha, its maturation does not require
Dicer. Instead, the pre-miRNA becomes loaded into
AGO?2 and is cleaved by the AGO2 catalytic center to
generate an intermediate 3’ end, which is then further
trimmed. We demonstrate that this novel AGO2-me-
diated miRNA biogenesis pathway can be exploited to
engineer artificial silencing molecules at both the pri-
mary miRNA and the drosha product pre-miRNA, en-
abeling us to hijack the pathway at different levels.
These findings link the conservation of Argonaute
catalysis to a conserved mechanism of miRNA biogen-
esis that is important for vertebrate development. Fu-
ture studies using the Argonaute genetic models will
help us define the biological mechanisms that dictated
Argonaute gene family conservation and illuminate the
wonders of the diverse RNAi pathways.

PUBLICATIONS

Berezikov E, Liu N, Flynt AS, Hodges E, Rooks M, Hannon GJ, Lai
EC. 2010. Evolutionary flux of canonical microRNAs and mirtrons
in Drosophila. Nat Genet 42: 6-9.

Burbano HA, Hodges E, Green RE, Briggs AW, Krause ], Meyer M,
Good JM, Maricic T, Johnson PL, Xuan Z, et al. 2010. Targeted in-
vestigation of the Neandertal genome by array-based sequence cap-
ture. Science 328: 723-725.

Cheloufi S, Dos Santos CO, Chong MM, Hannon GJ. 2010. A dicer-
independent miRNA biogenesis pathway that requires Ago catalysis.
Nature 465: 584-589

Cancer: Genetics 55

Chong MM, Zhang G, Cheloufi S, Neubert TA, Hannon GJ, Littman
DR. 2010. Canonical and alternate functions of the microRNA bio-
genesis machinery. Genes Dev 24: 1951-1960.

Christodoulou E Raible F, Tomer R, Simakov O, Trachana K, Klaus S,
Snyman H, Hannon GJ, Bork B Arendt D. 2010. Ancient animal
microRNAs and the evolution of tissue identity. Nature 463: 1084—
1088.

Cifuentes D, Xue H, Taylor DW, Patnode H, Mishima Y, Cheloufi S,
Ma E, Mane S, Hannon GJ, Lawson N, et al. 2010. A novel miRNA
processing pathway independent of Dicer requires Argonaute2 cat-
alytic activity. Seience 328: 1694-1698.

Czech B, Hannon GJ. 2010. Small RNA sorting: Matchmaking for Ar-
gonautes. Nat Rev Gener 12: 19-31.

Edvardson S, Shaag A, Zenvirt S, Erlich Y, Hannon GJ, Shanske AL,
Gomori JM, Ekstein J, Elpeleg O. 2010. Joubert syndrome 2
(JBTS2) in Ashkenazi Jews is associated with a TMEM216 mutation.
Am ] Hum Genet 86: 93-97.

Erlich Y, Gordon A, Brand M, Hannon GJ, Mitra PP. 2010. Com-
pressed genotyping. [EEE Trans Infor Theory 2: 706-723.

Haase AD, Fenoglio S, Muerdter F, Guzzardo PM, Czech B, Pappin D],
Chen C, Gordon A, Hannon GJ. 2010. Probing the initiation and
effector phases of the somatic piRNA pathway in Drosophila. Genes
Dev 24: 2499-2504.

Igartua C, Turner EH, Ng SB, Hodges E, Hannon GJ, Bhattacharjee A,
Rieder M], Nickerson DA, Shendure J. 2010. Targeted enrichment
of specific regions in the human genome by array hybridization. Curr
Protoc Hum Genet 66: 18.3.1-18.3.14.

Joshua-Tor L, Hannon GJ. 2010. Ancestral roles of small RNAs: An
Ago-centric perspective. Cold Spring Harb Perspect Biol. Cold Spring
Harbor Laboratory Press, New York.

Karginov FV, Cheloufi S, Chong MM, Stark A, Smith AD, Hannon GJ.
2010. Diverse endonucleolytic cleavage sites in the mammalian tran-
scriptome depend upon microRNAs, Drosha, and additional nucle-
ases. Mol Cell 38: 781-788.

Karginov FV, Hannon GJ. 2010. The CRISPR system: Small RNA-
guided defense in bacteria and archaea. Mo/ Cell 37: 7-19.

Malone CD, Hannon GJ. 2010. Molecular evolution of piRNA and
transposon control pathways in Drosophila. Cold Spring Harb Symp
Quant Biol 74: 225-234.

Murchison EP, Tovar C, Hsu A, Bender HS, Kheradpour P, Rebbeck
CA, Obendorf D, Conlan C, Bahlo M, Blizzard CA, et al. 2010.
The Tasmanian devil transcriptome reveals Schwann cell origins of
a clonally transmissible cancer. Science 327: 84-87.

Rosa-Rosa JM, Gracia-Aznarez FJ, Hodges E, Pita G, Rooks M, Xuan
Z, Bhattacharjee A, Brizuela L, Silva JM, Hannon GJ, et al. 2010.
Deep sequencing of target linkage assay-identified regions in familial
breast cancer: methods, analysis pipeline and troubleshooting. PLoS
One 5: €9976.

Rozhkov NV, Aravin AA, Zelentsova ES, Schostak NG, Sachidanandam
R, McCombie WR, Hannon GJ, Evgen’ev MB. 2010. Small RNA-
based silencing strategies for transposons in the process of invading
Drosophila species. RNA 16: 1634-1645.

Rozhkov NV, Aravin AA, Sachidanandam R, Hannon GJ, Sokolova ON,
Zelentsova ES, Shostak NG, Evgen’ev MB. 2010. The RNA inter-
ference system differently responds to the same mobile element in

distant Drosophila species. Dokl Biochem Biophys 431: 79-81.
In Press

Zuber J, McJunkin K, Fellmann C, Dow LE, Taylor MJ, Hannon GJ,
Lowe SW. 2011. Toolkit for evaluating genes required for prolifera-
tion and survival using tetracycline-regulated RNAi. Nat Biotechnol
(in press).



INTEGRATED APPROACHES TO CANCER GENETICS AND BIOLOGY

S. Lowe E. Antinis S. Ebbesen L. Lintault
J. Bolden C. Fellmann Y. Liu
J. Cappellani  D. Grace A. Lujambio
C. Chen X. Guo B. Ma
A. Chicas C. He K. McJunkin
Y. Chien T. Kitzing O. Mert
L. Dow

Cancer arises through an evolutionary process whereby
normal cells acquire mutations that erode growth con-
trols, leading to the expansion of aberrantly proliferating
cells. Such mutations activate oncogenes or inactivate
tumor suppressors, each bestowing new capabilities to
developing cancer cells. Still, cancer is not an inevitable
consequence of oncogenic mutations; instead, cells ac-
quiring such mutations can be eliminated or kept in
check by the intrinsic tumor suppressor programs acti-
vated in damaged cells. We previously showed that genes
controlling apoptosis and cellular senescence are integral
components of such intrinsic programs and, surpris-
ingly, contribute to the tumor suppressive effects of
many anticancer agents. Hence, mutations that disable
tumor suppressor networks can promote tumor progres-
sion and impair treatment response.

Our research is based on the premise that the path
of cancer evolution dictates a tumor’s subsequent re-
sponse to therapy and creates unique vulnerabilities that
represent therapeutic opportunities. Hence, we apply
mouse models, RNA interference (RNAIi), and cancer
genomics in a coordinated effort to identify compo-
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Figure 1. Our laboratory studies intrinsic tumor suppressive pro-
grams involving cell death and senescence. More recently, we
have studied tumor maintenance programs whose inhibition leads
to the death, senescence, or differentiation of cancer cells. Often,
we use RNAI to mimic tumor suppressor gene loss or model drug
target inhibition.
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nents of tumor suppressor gene networks and under-
stand molecular determinants of treatment response
(Fig. 1). We use conditional RNAI technology to iden-
tify tumor maintenance genes and explore the cell in-
trinsic and extrinsic mechanisms involved in tumor
regression (Fig. 1). Our goal is to gain a more compre-
hensive understanding of tumor suppressor networks
and identify therapeutic targets relevant to specific can-
cer genotypes.

Accelerating the Pace of Discovery:

Mosaic Mouse Models and RNAi

E. Antinis, C. Bialucha, J. Cappellani, L. Dow, S. Ebbesen,
D. Grace, L. Lintault, K. McJunkin, C. Miething, Y. Park,

P. Premsrirut, A. Rappaport, M. Saborowski, C. Scuoppo,
J. Simon, V. Sridhar, M. Taylor, S. Weissmueller, J. White,
Z.Zhao, ). Zuber [in collaboration with G. Hannon,

S.Y. Kim, M. Camiolo, C. Malone, R. Sordella, A. Mazurek,
B. Stillman, Cold Spring Harbor Laboratory]

Cancer is extraordinarily heterogeneous, with each
tumor harboring a distinct set of mutations that creates
the variability in disease trajectory seen in patients. Ge-
netically engineered mice provide powerful tools to
study cancer, yet their generation and analysis is time-
consuming and expensive. Loss-of-function studies—
essential for characterizing tumor suppressor genes or
candidate drug targets—are laborious and typically re-
quire tissue-specific conditional knockouts harboring
multiple alleles. Moreover, to validate drug targets,
genes must be inactivated in each cell of an established
tumor, a technical challenge that has only been achieved
in a few instances. Fven where feasible, conditional
gene deletions are not reversible and hence do not
mimic transient pharmacologic target inhibition. Con-
sequently, traditional mouse-modeling approaches are
not sufficiently fast or flexible to comprehensively
model cancer heterogeneity or evaluate the range of
emerging drug targets.



To address these issues, we developed strategies to
accelerate genetic studies in the mouse. We take a “mo-
saic” approach, where cancer-predisposing alleles or re-
porters are transduced into stem and progenitor cells
derived from different tissues or mouse strains; these
modified cells are then transplanted orthotopically into
syngeneic recipients. Because the genetic configuration
of the target cells, transduced genes, and recipients is
easily varied, genotypic diversity can be readily pro-
duced. To date, we have developed mosaic models of
lymphoma and leukemia, as well as carcinomas of the
liver, breast, bile duct, and pancreas. Armed with these
models, a single investigator can study the impact of
many cancer genotypes on tumor behavior and rapidly
test new hypotheses based on the results. This versatility
is impossible with germline approaches.

To facilitate loss-of-gene-function studies, we
worked with Gregory Hannon to develop inducible
short hairpin RNA (shRNA) technology as a rapid and
reversible alternative to conditional gene deletions. Re-
cently, we showed that shRNAs embedded in a natural
microRNA (miRNA) structure are effectively expressed
from polymerase II promoters, thereby enabling robust
gene knockdown using constitutive and inducible vec-
tors. We then developed effective strategies for suppress-
ing proliferation and survival genes where strong
selection against shRNA expression creates technical
challenges (Zuber et al. 2011). We also developed a
high-throughput miRNA “Sensor” approach to func-
tionally identify potent shRNAs (Fellmann et al. 2011).
Together with Dr. Hannon, we are developing prevali-
dated shRNA libraries.

In vivo RNAI is a powerful tool for studying gene
function in lower organisms such as Caenorbabditis el-
egans and Drosophila. To achieve similar capabilities in
the mouse, we initially produced transgenic mice har-
boring a tetracycline-inducible p53 shRNA and used
them to establish a role for p53 loss in tumor mainte-
nance. We next developed an efficient and scalable plat-
form for mouse production that involves (1) producing
potent shRNAs, (2) using a recombination-mediated
cassette exchange strategy developed by Jaenisch (Mass-
achusetts Institute of Technology) to efficiently target
embryonic stem (ES) cells, (3) incorporating an expres-
sion cassette that links the tet-responsive shRNA to a
fluorescent reporter, (4) scaling up ES cell production,
and (5) producing germline transgenic mice rapidly by
tetraploid embryo complementation (Premsrirut et al.
2011).

Using this platform, we are producing hundreds of
targeted ES cell lines and are developing transgenic
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strains capable of reversibly suppressing tumor suppres-
sors, drug targets, and essential genes (PK. Premsrirut
et al.; K. McJunkin et al.; both in press]. Together with
Gregory Hannon, we are also using this platform to
produce a series of ES cells capable of inducibly express-
ing all known miRNAs, as well as miRNA sensors.
These ES cells will be made available as a public re-
source to facilitate the study of miRNA biology in vivo.
Finally, we are also generating improved tet frans-acti-
vator strains that enable potent gene knockdown in
most tissues. Our goal is to develop a general platform
that will enable the spatial, temporal, and reversible
suppression of any mammalian gene.

Cell Survival and Cell Death

C. Bialucha, Y. Chien, Y. Liu, C. Miething, C. Scuoppo,
J. Simon [in collaboration with G. Hannon, Cold Spring
Harbor Laboratory; J. Pelletier, McGill University]

Since its inception, our laboratory has studied genes
that modulate cell death and survival. In 1993, we
demonstrated that activated oncogenes could induce
p53 to promote apoptosis and suppress transformation.
Then, upon joining CSHL, our laboratory character-
ized the mechanisms of “oncogene-induced apoptosis.”
Some highlights include the identification of ARF as a
component of oncogene signaling to p53, and several
cell death effectors that mediate p53’s effects. We also
showed how phosphoinositol-3 kinase (PI3K) signaling
can attenuate apoptosis and promote tumorigenesis, in
part, via deregulated translation.

Current work in this area exploits the Ep-myc B-cell
lymphoma model, where disruption of the ARF-p53
pathway, or overexpression of the prosurvival genes Bc/-
2 or Akt, cooperates to accelerate lymphomagenesis. Fol-
lowing up “hits” from in vivo RNAI screens (see below),
we are characterizing new tumor suppressors that mod-
ulate apoptosis. For example, we showed that Rad17 acts
as a haploinsufficient tumor suppressor that mediates a
DNA-damage apoptotic response to replicative stress. In
unpublished work, we identified two tumor suppressors
involved in polyamine biology, each of whose suppres-
sion attenuates apoptosis and promotes tumorigenesis as
part of a previously obscure tumor suppressor network.
Understanding this network and other hits from this
screen is an important component of future research. We
will also identify cell survival components that are essen-
tial for tumor maintenance. Studies using inducible
shRNA transgenic mice targeting e]F4E and PTEN are
already under way.
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Senescence and Self-Renewal

J. Bolden, A. Chicas, Y. Chien, A. Lujambio, B. Ma, O. Mert,
J. Simon, Z. Zhao, J. Zuber [in collaboration with X. Wang,
C. Zhang, M. Zhang, Cold Spring Harbor Laboratory;

K. Shannon, S. Kogan, University of California, San
Francisco]

Cellular senescence represents an intrinsic tumor sup-
pressive program that limits proliferation. In 1997, we
discovered that—in normal cells—oncogenic 7as trig-
gers a senescence program involving the retinoblastoma
(Rb) and p53 tumor suppressor pathways. We went on
to identify factors that regulate and execute senescence
and demonstrated an Rb-directed repressive chromatin
state that silences growth promoting genes. Using
mouse models, we also demonstrated that senescence
contributes to the antiproliferative effects of cancer
therapy, providing the first evidence that this process
limits tumor progression in vivo. We continue to study
the action of Rb, p53, and chromatin-modifying activ-
ities during senescence. By performing a genome-wide
analysis of gene expression, histone modifications, and
Rb chromatin association, we showed that Rb acts pref-
erentially to suppress genes involved in DNA replica-
tion, particularly as cells exit the cell cycle into
senescence (Chicas et al. 2010). We believe that this
function is crucial for its tumor suppressor role.

We expanded efforts to explore the biology of senes-
cence in vivo, recently showing that induction of senes-
cence in tumor cells can trigger their clearance by innate
immune cells. These studies reveal a non-cell-au-
tonomous program that contributes to p53 action in
tumor suppression and identifies a novel form of im-
mune surveillance involving the innate immune system.
We then discovered a role for senescence in limiting liver
fibrosis, a tissue-damage response that is a predisposing
factor for cirrhosis and hepatocellular carcinoma. Our
results revealed the first noncancer pathology for which
senescence has a protective role, and they imply that it
acts to limit certain wound-healing responses. More re-
cent studies suggest that the perforin/granzyme B path-
way triggered by NK cells contributes to this clearance
and that the NF-kB pathway is a master regulator of the
secretory phenotype. Future studies to further dissect
these and other tumor—host interactions will be greatly
enabled by the use of mosaic models as well as tissue-spe-
cific inducible RNAI.

Cells that evade oncogene-induced senescence be-
come “immortalized” in a continuous state of self-re-
newal. Surprisingly, recent work implies p53 limits
normal stem cell self-renewal and the reprogramming

of induced pluripotent stem cells. Merging these con-
cepts, we showed that p53 loss enables the aberrant self-
renewal of Ras-expressing myeloid progenitor cells, thus
increasing their leukemia-initiating potential (Zhao et
al. 2010). Together, these observations suggest links be-
tween p>53 loss, epigenetic reprogramming, and onco-
genic transformation. Future work will test whether
P53 inactivation creates a distinct epigenetic state that
may be targeted therapeutically.

Mechanisms of Drug Resistance

and Tumor Maintenance

C. Chong, C. Miething, A. Rappaport, J. Simon, M. Spector,
M. Taylor, Z. Zhao, J. Zuber [in collaboration with C. Vakoc,

Cold Spring Harbor Laboratory; S. Kogan, University of Cali-
fornia, San Francisco; M. Le Beau, University of Chicagol

Most approved cancer drugs work in only a subset of
cancers, yet even these initially responsive tumors typ-
ically develop resistance. Years ago, we showed that p53
inactivation could, by disabling apoptosis, produce re-
sistance to certain cytotoxic anticancer agents. As the
first decisive example of how tumor cell genotype could
influence treatment outcome, this observation stimu-
lated our interest in understanding the interrelationship
between cancer development and therapy response.

We continue to identify genes that modulate treat-
ment sensitivity, particularly in aggressive cancers. For
example, we used a lymphoma model to show that
translational regulators are important determinants of
rapamycin sensitivity and that NF-xB loss causes
chemotherapy resistance when senescence is the domi-
nant outcome of therapy. We used AML (acute myeloid
leukemia) models to study factors that influence high-
dose chemotherapy in leukemia and confirmed that p53
has a major role in this response. Although some of these
effects may arise from apoptotic defects, other data sug-
gest that p53 loss facilitates the production of so-called
“cancer stem cells” considered more refractory to ther-
apy (Zhao et al. 2010). We are currently using these
models in preclinical studies to test new drugs and drug
combinations.

Beyond resistance mechanisms, our work is also point-
ing toward new therapeutic targets. Using inducible
shRNA systems, we are exploring the requirement for
tumor suppressor gene inactivation in established tumors.
For example, we showed that INK4a/ARF reactivation
in aggressive lung carcinomas leads to tumor regression
associated with enhanced apoptosis (Premsrirut et al.
2011). We also showed that Apc loss is required to main-
tain the proliferation of T cells in acute lymphoid leu-



kemia, thus validating the Wnt pathway as a therapeutic
target (Premsrirut et al. 2011). Current efforts are study-
ing the impact of PTEN restoration in aggressive T-cell
lymphomas. Future studies will compare these effects to
pharmacological inhibition of the PI3K pathway.

We are also using RNAI to identify genotype-specific
drug targets. For example, by characterizing how MLL
(mixed lineage leukemia) fusion proteins promote self-
renewal, we identified the Myb transcription factor as
specifically required for the maintenance of AMLs that
are refractory to conventional chemotherapy. These ob-
servations provide direct evidence that targeting aberrant
self-renewal programs can eradicate cancer. With Christo-
pher Vakoc (CSHL), we screened an shRNA library tar-
geting “epigenetic” regulators and have identified several
histone-modifying activities whose suppression causes the
selective arrest or death of leukemic cells. One of these is
a target of an available small-molecule inhibitor, and pre-
liminary studies indicate that this drug is active against
our AML models and certain human AML lines.

We will continue to apply our mouse modeling and
RNAI technologies to identify context-dependent tumor
maintenance genes, particularly in those cancers that are
refractory to current therapies. In this regard, we are al-
ready producing optimized shRNA libraries targeting
relevant drug targets and developing screening strategies
in vivo. Beyond mosaic models, our shRNA transgenic
platform provides a rapid way to examine the normal
function of any gene in whole animals as well as the po-
tential toxic effects of transient target inhibition.

Integrated Approaches to Cancer
Gene Discovery

C. Bialucha, C. Chen, S. Ebbesen, C. He, T. Kitzing, Y. Liu,
B. Ma, C. Miething, A. Rappaport, M. Saborowski, C.
Scuoppo, J. Simon, M. Spector, M. Taylor, S. Weissmueller,
Z.Zhao, J. Zuber [in collaboration with X. Wang, National
Institutes of Health; A. Kraznitz, M. Wigler, J. Hicks,

G. Hannon, S. Powers, Cold Spring Harbor Laboratory]

Cancer genomes are complex and can harbor cancer-pro-
moting “driver” mutations together with “passenger” mu-
tations that have no biological effect. To accelerate cancer
gene discovery, we use mosaic mouse models to filter
through candidates obtained through genomics to iden-
tify genes that actively contribute to tumorigenesis. We
presume that (1) recurrent amplifications and deletions
in human tumors are enriched for oncogenes and tumor
suppressors, respectively, and (2) lesions that give rise to
cancer in humans often do so in mice. Since 2006, can-
didate testing has identified the cell death inhibitor
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cIAP1, the hippo pathway gene Yap, the eIF4E kinase
MNK, and the chromobox protein CBX7 as potent
oncogenes, as well as the Rho-GAP DLCI as a tumor
suppressor, without producing a single germline trans-
genic or knockout strain.

We developed strategies to multiplex this approach
by transducing tissue stem and progenitor cells with
pools of cDNAs or shRNAs corresponding to genes
that are amplified or deleted in human tumors and se-
lected for those constructs that promote tumorigenesis
following transplantation into recipient mice. Initial ef-
forts surveyed nearly 400 recurrently deleted genes in
human hepatocellular carcinoma (HCC) and identified
12 new tumor suppressor genes. In a conceptually sim-
ilar screen performed by Scott Powers using full-length
c¢DNAs (CSHL), we identified 10 new oncogenes in
human HCC, including FGF19 as a therapeutic target
for existing neutralizing antibodies (Sawey et al. 2011).

In parallel to these screening efforts, we are perform-
ing our own genomics analysis of human and murine
cancers to facilitate functional studies in mice. Such
studies have already pinpointed candidate tumor sup-
pressors in aggressive forms of AML. Validation efforts
are currently under way.

Through our screening approaches, we have noted
that recurrent gene amplifications and gene deletions in
tumors frequently harbor multiple drivers genes. For ex-
ample, in a screen for additional tumor suppressors cot-
responding on human chromosome 8p—a frequent site
of large heterozygous deletions in human cancers—we
identified several new tumor suppressors that cooperate
with DLC1 suppression to promote tumorigenesis.
Moreover, in a second-generation shRNA screen using
the Ep-myc model described above, we used shRNA
pools targeting genes deleted in human B-cell lymphoma
to identify ~10 tumor suppressors. Surprisingly, four
tumor suppressors corresponded to genes on human
chromosome 6p, two on chromosome 8p, and two
linked to p53 on 17p. These observations suggest that
the impact of cancer-associated deletions provide a
greater selective advantage than single gene mutations
and should be viewed and studied as distinct events.

Beyond identifying new activities of cancer relevance,
our approach is revealing unexpected principles about
the nature and organization of cancer genes. As exam-
ples, we were surprised that so many tumor suppressors
are haploinsufficient, encode secreted proteins, or have
pro-oncogenic activities in other contexts. We also did
not expect recurrent amplifications and deletions to con-
tain more than one relevant activity, yet our results
imply this is the rule rather than the exception. We hope
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that further efforts will facilitate the functional annota-
tion of the genomic alterations occurring in human can-
cers and identify vulnerabilities these lesions create.
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REPRESENTATION METHYLATION SEQUENCING ANALYSIS

R. Lucito  N. Cutter S. Powers
N. Dimitrova M. Vigliotti
E. Lum K. Wrzeszczynski

In addition to genetic mutation, such as amplification
and deletion, epigenetic aberrations are frequent events
that can have far-reaching affects in the phenotype of a
cancer cell. A common epigenetic modification is the
methylation of cytosine residues that are next to gua-
nine residues. It has been shown that methylation pres-
ent in the DNA of the transcriptional control region
has been involved in the silencing of gene expression of
tumor supressors in cancer. We have previously adapted
ROMA (representational oligonucleotide microarray
analysis) to methylation detection oligonucleotide mi-
croarray analysis (MOMA). This methodology was use-
ful and allowed us to identify genes that were
methylated in the tumor cells, but it only gave us a gen-
eral idea of where in the CpG island the methylation
had occurred. In addition, after performing the analysis,
sequencing validation was required to determine which
of the array measurements accurately identified methyl-
ated fragments. With the development of next-genera-
tion sequencing technologies, it is now possible to
identify the methylation status for the vast majority of
CpG islands. Our approach is to sequence Mspl repre-
sentations of the genome. We have developed several
different approaches to generate the libraries for se-
quencing and have decided to prepare lllumina libraries
from bisulfite-treated Mspl representations.

We have presently sequenced three tumors and two cell
lines. We have determined the coverage and the number
of sequences required to obtain appropriate coverage of
many of the CpG islands and have developed methods to
carry out the analysis on the sequencing data. Mapping
the reads to the genome is not trivial because the bisulfite
treatment essentially changes the genome sequence to only
three bases due to the conversion of most cytosines to
thymine. We have used a program developed by Andrew
Smith (formerly of CSHL) to map the reads to an in silico
bisulfite-treated human genome. After mapping the reads,
the sequences that map to CpG islands are separated from
other sequences, which represents ~20% of the reads.
These reads are contigged using the program Velvet to
form larger regions for analysis. The data can now be an-
alyzed to determine gene-specific methylation states.

We have thus far used these data to identify which
genes are methylated in the tumor samples. More im-
portantly, we have expression data for these samples and
will use these data to determine which region of the
CpG island is methylated for genes that have suppres-
sion of transcription. In addition, it will be interesting
to determine the effect of methylation of island se-
quences within the coding region of the gene. We plan
on increasing the number of samples for two reasons.
We will be analyzing a new set of ovarian tumor sam-
ples from our collaborator Dr. Douglas Levine from
Memorial Sloan-Kettering Cancer Center. The data
from these samples will serve as an independent valida-
tion of the genes we have found to be methylated from
our MOMA results (see below). These data will also
give us a much more accurate view of the regions
methylated and the purpose of this methylation with
respect to gene expression.

Genomic Analysis of Ovarian Cancer

E. Lum, M. Vigliotti, K. Wrzeszczynski, N. Cutter,
N. Dimitrova

In the United States, there will be ~22,000 new cases
of ovarian cancer in 2011. Of these cases, - 14,000 will
succumb to the disease. To better treat these women,
and improve survival, our goal is to determine the mo-
lecular changes that have occurred in the patients’ tu-
mors and be able to interpret the significance these
changes have on the growth and development of the
tumor. This aberrant growth is a result of chromosomal
abnormalities and epigenetic variations. In addition,
generally low rates of somatic nucleotide mutation in
ovarian cancer as compared to other solid tumors sug-
gest an increased significance of copy number and epi-
genetic aberrations. This type of regulation has been
shown to effect the many tumor suppressors and onco-
genes discovered in ovarian cancer. The identification
of genetic and epigenetic alterations from primary
tumor cells has become a common method to identify
genes critical to the development and progression of
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cancer. We provide a bioinformatic analysis of copy-
number variation and DNA methylation covering the
genetic landscape of ovarian cancer tumor cells. We in-
dividually examined the copy-number variation and
DNA methylation for 42 primary serous ovarian cancer
samples using our MOMA-ROMA technology and
379 tumor samples analyzed by The Cancer Genome
Atlas. We have identified 346 genes with significant
deletions or amplifications among the tumor samples.
Utilizing associated gene expression data, we predict
156 genes with significantly altered copy number and
correlated changes in expression. Among these genes,
CCNE1, POP4, UQCRB, PHF20L1, and C190rf2 were
identified within both data sets. We were specifically
interested in copy-number variation as our base ge-
nomic property in the prediction of tumor suppressors
and oncogenes in the altered ovarian tumor. We there-
fore identified changes in DNA methylation and ex-
pression for all amplified and deleted genes. We
predicted 615 potential oncogenes and tumor suppres-
sors candidates by integrating these multiple genomic
and epigenetic data types. Genes with a strong correla-
tion for methylation-dependent expression exhibited at
varying copy-number aberrations include CDCAS,
ATAD2, CDKN2A, RAB25, AURKA, BOPI, and
EIF2C3. Moreover, well-characterized tumor suppres-
sors and oncogenes exhibit varying copy-number vari-
ations, methylation, and expression features within
cancers. We therefore compared significant copy-num-
ber variation and methylation effects on expression for
many known tumor suppressors, oncogenes, and can-
cer-related genes in order to identify altered gene func-
tion properties specific to primary ovarian tumors. We
analyzed multiple genomic modalities from two pri-
mary ovarian tumor data sets for the identification of
candidate genes. We predict genes with tumor suppres-
sor and oncogenic properties, identifying new serous
ovarian cancer candidate genes.

Resistance Mechanisms
in Ovarian Cancer
N. Cutter, M. Vigliotti, K. Wrzeszczynski

Epithelial ovarian cancer is the leading cause of death
from gynecological malignancies. Currently, platinum-
based chemotherapy (such as cisplatin or carboplatin),
coupled with a taxane-based drug such as paclitaxel, is
the primary treatment for ovarian cancer. Approximately
25% of patients either present with or rapidly develop
resistance to chemotherapy, and all recurrent tumors are

resistant. Epigenetic modifications have been associated
with tumor formation and progression and may con-
tribute to therapy response. We have screened a number
of genes and family members for methylation in resistant
patients and not in sensitive patients. We show for one
such gene, CHD3, a member of the Mi-2 NuRD com-
plex, that loss of expression is linked to chemoresistance.
CHD3 is silenced through an epigenetic mechanism in
both ovarian cancer cell lines and primary ovarian tu-
mors. When ovarian cancer cell lines that are transcrip-
tionally silenced for CHD3 are challenged with
carboplatin, they display a striking decrease in growth.
Additionally, these cells are more invasive, have migra-
tory ability, and display a transformed epithelial-to-mes-
enchymal (EMT) phenotype. Moreover, our results
indicate that cells silenced for CHD3 have an increased
resistance to the chemotherapy drugs carboplatin and
cisplatin. Taken together, this provides the first evidence
for a role for CHD3 as an important mediator of chemo-
resistance in ovarian cancer, and we hypothesize that
EMT is one of the underlying mechanisms. Further-
more, CHD3 might represent a response predictor and
potential therapeutic target for predicting chemoresis-
tance in this disease.

Genomic Alterations of Phosphatases

E. Lum, F. Chaudhary, G. Fan [in collaboration with
N. Tonks, Cold Spring Harbor Laboratory]

The goal of this collaborative study is to integrate gene
discovery technology with experimental strategies devel-
oped in Dr. Tonks’ lab for the characterization of the pro-
tein tyrosine phosphatase (PTP) family of enzymes, to
investigate how tyrosine phosphorylation-dependent sig-
naling pathways are disrupted in cancer. We have taken
advantage of several different forms of genomic data to
determine which PTPs are affected in cancer cells.

We have used genomic copy-number data, expres-
sion data, and now epigenetic DNA methylation data
to determine which PTDs are altered in ovarian cancer.
We have also expanded our extension of analysis of
PTPs in cancer into the proteins with which PTPs in-
teract. An interesting gene in this class encodes the
MTSSI protein that interacts with a PTT, the receptor-
like PTP RPTP9, and regulates cytoskeletal organiza-
tion. It is known to be preferentially methylated in
several cancers, including breast cancer, and its expres-
sion is markedly decreased in ovarian cancer.

We first generated short hairpin RNAs (shRNAs) to
suppress expression of the M75S1 gene in cell culture as-



says, which would mimic the transcriptional repression
caused by promoter methylation. Because this gene was
selected based only on the comparison of tumor to nor-
mal, we did not have a selection for assay development.
We surmised that because M7SSI possessed an actin-
binding domain, the protein might have a role in cy-
toskeletal rearrangement, cell movement, and invasion.
Therefore, we performed an invasion assay with MCF10A
mammary epithelial cells, which are used typically as a
normal line. We observed that very few cells migrate with-
out the addition of the attractant epidermal growth factor
(EGF). Furthermore, RNA interference (RNAi)-mediated
suppression of M7S5S1 enhanced migration in the pres-
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ence of EGE There is evidence in the literature that in
ERBB2-positive breast cancer, there is loss of M75S1 tran-
scription. To determine whether ERBB2 overexpression
synergizes with loss of MTSS1, we performed an invasion
assay in MCF10AN cells. These cells express a chimeric
ERBB2 gene in which the activity of the cytoplasmic PTK
domain of ERBBZ2is acutely regulated by a small-molecule
dimerizing agent. We noted that the level of invasion is
highest in the cells in which M7551 was suppressed and
ERBB2 activated, demonstrating cooperation between
these two gene products. Our current data indicate that
these effects are mediated via changes in tyrosine phos-

phorylation regulated by RPT9.

Michele Vigliotti



MAMMALIAN FUNCTIONAL GENOMICS

A. Mills Y. Chang S. Paul
G. Horev Y.-E. Son
D.-W. Hwang  E. Vernersson-Lindahl
W. Li A. Vestin

The Mills laboratory generates novel mouse models and
uses them to identify the genes responsible for human
diseases of interest and to elucidate the mechanism
whereby the encoded proteins regulate the disease
process, with the ultimate goal of applying these find-
ings to the human disease under study. These ap-
proaches have provided significant insight into
developmental syndromes, aging, and cancer. Research
areas include (1) the role of CHD5 in chromatin dy-
namics and cancer and (2) function of the p53 ho-
molog p63 in development, cancer, and aging.

CHD5 in Chromatin Dynamics
and Cancer

CHD5: A new tumor suppressor mapping to human
1p36. CHD5 maps to Ip36, a region of the genome
that has a three-decade history as being deleted in a
wide variety of human cancers. Despite the rich body
of evidence indicating that one or more tumor suppres-
sors reside in this region, the causative gene had re-
mained elusive. By generating mice with gain and loss
of the genomic region corresponding to 1p36 using
chromosome engineering technology—a strategy that
allows us to generate precise rearrangements in the
mouse—we pinpointed a region of the genome with
potent tumor suppressive activity (Bagchi et al., Ce//
128:459-475 [2007]; Bagchi and Mills, Cancer Res 68:
2551-2556 [2008]). Using a series of genetic and mo-
lecular approaches, we identified Chd5 as the tumor
suppressor gene in the region and found that its prod-
uct was a master switch for a tumor suppressive net-
work. In addition, we discovered that CHDS5 was
frequently deleted in human glioma. Identification of
CHDS5 as a tumor suppressor had a major impact in
the cancer field, as it is now known that CHD5 is mu-
tated in human cancers of the breast, ovary, and
prostate, as well as in melanoma and neuroblastoma,
and that CHD5 status correlates directly with patient
survival following anticancer therapy.
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Chd5 modulates chromatin dynamics and cancer.
Given the critical importance of CHDS5 in human can-
cer, we focused on elucidating its mechanism of tumor
suppression. From our earlier work, we know that
Chd5 transcriptionally activates the /nk4/Arf locus,
thereby facilitating expression of p16 and p19, two
tumor suppressors encoded by this locus (Bagchi et al.,
Cell 128: 459-475 [2007]). Compromised Chd5 ac-
tivity, either by engineered heterozygous deletion of the
interval encompassing Chd5 or by specific depletion of
Chd5 using RNA interference (RNAI), cripples the
tumor suppressive network, compromising p16/Rb-
and p19/p53-mediated pathways, predisposing to can-
cer (Mills 2010). Chd5 is a predicted chromatin re-
modeling protein, consistent with the idea that it
regulates /nk4/Arfby maintaining this locus in a tran-
scriptionally competent chromatin state.

Within the past year, we discovered that Chd5’s
tumor suppressive capability was dependent on its abil-
ity to bind amino-terminal tails of histone 3 (H3) that
are unmodified, an activity mediated by the dual plant
homeodomains (PHDs) of Chd5. Modeling provided
a testable explanation for this Chd5-H3 interaction,
and indeed, point mutations within the PHDs effec-
tively abolished H3 binding, abrogated the ability of
Chd5 to inhibit proliferation, and led to tumorigenesis
in vivo. In line with the findings from in vitro assays,
global chromatin immunoprecipitation sequencing
(ChIP-Seq) analyses indicate that Chd5-bound loci
tended to have less H3K4Me3 in vivo. These findings
provide mechanistic insight into Chd5’s ability to mod-
ulate chromatin dynamics and cancer.

Chd5-deficient mice are cancer prone. Although
the chromosome engineered mouse models were in-
valuable for functionally pinpointing the tumor sup-
pressive interval, the region affected was 4.3 Mb and
contained 52 annotated genes. To unequivocally
demonstrate the role of Chd5 in the context of sponta-
neous tumorigenesis, we generated mice deficient for

Chd5 and monitored for tumor development. Chd57~



mice were viable, yet like we had found for mice het-
erozygous for the 52-gene interval encompassing Chd5,
Chd5*"~ mice were prone to spontaneous tumors such
as carcinoma, sarcoma, and lymphoma. We are cur-
rently analyzing these models to provide a better un-
derstanding of the biological role of CHD5 in vivo and
to assess how its perturbation affects chromatin dynam-
ics that precludes to tumorigenesis. This work should
provide the groundwork for developing more effective
anticancer therapies in the future.

Function of the p53 Homolog p63
in Development, Aging, and Cancer

p03 is essential for development. A long-standing focus
of the laboratory has been to elucidate the in vivo role
of p63—a p53-related protein that we discovered to be
a new member of the p53 family. With the advent of
the p53 family of proteins, the leading question in the
cancer field was whether p63 (and its sibling p73) had
tumor suppressive capabilities similar to p53. Using ge-
nomic technologies that we were just in the process of
developing, we generated p63-deficient mouse models
and discovered that p63 was essential for development
of the limbs and stratified epithelia (Mills et al., Nazure
398: 708=713 [1995]). This demonstrated that even
though p63 had significant homology with p53, it had
distinct biological roles in vivo. These mouse models
provided a clue that revealed that p63 mutations were
responsible for seven different human developmental
disease syndromes. Because some of these syndrome-re-
lated p63 mutations correlated precisely with p53 hot-
spot mutations found in human cancer, we used a
gene-targeted knockin to generate mouse models carry-
ing these missense mutations, allowing us to recapitulate
the human disease as well as to establish a link between
this syndrome and cellular senescence.

p63 modulates aging and cancer. During our studies
aimed at determining whether p63 had the same tumor
suppressive capabilities as p53, we uncovered an unex-
pected link between p63, cellular senescence, and aging
(Keyes et al., Genes Dev 19: 1986-1999 [2005]). The
conditional mouse models we established were the first
to implicate p63 as a modulator of cellular senescence,
as well as the first to uncover a link between cellular
senescence and organismal aging in vivo. Whereas p53
was known as an inducer of senescence, we found that

p63 deficiency triggered this process. Our realization that
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p63 compromised mice were not prone to spontaneous
or chemically induced tumors suggested that the ability
of p63 loss to trigger senescence provided a robust tumor
protective mechanism that could be exploited therapeu-
tically. Indeed, we recently reported that TAp63 isoforms
are potent tumor suppressors that induce senescence and
shut down growth of p53-deficient/Ras-driven tumors
in vivo (Guo et al., Nat Cell Biol 11: 1451-1457
[2009]). Using chromosome engineering, we established
conditional mouse models in which we could specifically
ablate TApG63 isoforms while keeping ANp63 isoforms
intact, allowing us to demonstrate that TAp63 isoforms
prevent sarcoma development in vivo. In contrast to this
tumor suppressive role of TAp63 in mesenchymal cells,
we discovered that in the context of epithelial cells,
ANpG630. bypasses senescence, thereby promoting stem-
like proliferation and carcinoma development in vivo
(Keyes et al. 2011). We found that ANp630t maintains
the keratin-15-positive stem cell population, promoting
senescence bypass and carcinogenesis by inducing ex-
pression of the SNF2-like chromatin remodeler Lsh.
These findings provide an explanation for ANp63a.
overexpression being such a frequent and highly pene-
trant event in human carcinoma. In addition, this work
suggests that transformation of the keratin-15-expressing
stem population lies at the heart of carcinoma—the
most prevalent type of human cancer. Thus, our work
identifies p63 as a key modulator of cellular senescence,
with TAp63 isoforms being tumor suppressors that pre-
vent sarcoma, and ANp63a being an oncogene that
drives carcinoma development. This not only highlights
the distinct tissue-specific roles of p63 isoforms; our
work provides an explanation for the “tumor suppressive
versus oncogenic” debate that has surrounded this p53
family member since its discovery. The double-edged
tumor suppressive/oncogenic picture that has emerged
for p63 is now being extended to p53 itself, as the tis-
sue-specific roles of the multiple p53 isoforms in cancer
are just beginning to be appreciated.
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CANCER GENES

S. Powers M. Chanrion . Li
C. Eifert J. Marchica K. Revill
M. Gallo A. Mofunanya  E. Sawey
R. Gerdes H. Qi S. Sayers

Our laboratory studies cancer in order to find out more
about its basic causes but also to contribute directly to
its treatment. Our primary focus has been the identifi-
cation and functional validation of genetically altered
driver genes (oncogenes) that together with genetically
altered tumor suppressor genes are the cause of the can-
cer. Our approach is always to study the process from
as wide a perspective as possible, which means that we
consider every gene in the genome.

Identification of Driver Genes

and Therapeutic Targets in
Hepatocellular Carcinoma

E. Sawey, M. Chanrion, J. Li, A. Mofunanya [in
collaboration with S. Lowe, Cold Spring Harbor
Laboratory; R. Finn, University of California,

Los Angeles; D. Chiang, University of North
Carolina; D. French, Genentech]

Hepatocellular carcinoma (HCC) afflicts more than
560,000 people worldwide each year and has one of the
worst 1-year survival rates of any cancer type. Currently,
there are no molecular therapies that target specific mu-
tations or other genetic alterations in HCC. By per-
forming a forward-genetic screen guided by genomic
analysis of human HCC, we identified 18 tumor-pro-
moting genes, including CCNDI1 and its neighbor on
11q13.3, FGF19. Although it is widely assumed that
CCNDL1 is the main driving oncogene of this common
amplicon (15% frequency in HCC), both forward-
transformation assays and RNA interference (RNAI)-
mediated inhibition in human HCC cells established
that FGF19 is an equally important driver gene in
HCC. Furthermore, clonal growth and tumorigenicity
of HCC cells harboring the 11q13.3 amplicon were se-
lectively inhibited by RNAi-mediated knockdown of
CCND1 or FGF19, as well as by an anti-FGF19 anti-
body. These results show that 11q13.3 amplification
could be an effective biomarker for patients most likely
to respond to anti-FGF19 therapy. Our study under-
scores the potential for clinical translation of results ob-
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tained from genetic screens guided by cancer genome
analysis.

This year, we completed a pilot program to find mu-
tations in the exome of primary HHCs, with the pri-
mary goal of finding recurrent oncogenes. On the basis
of our analysis in collaboration with Derek Chiang at
the University of North Carolina, CTNNBI is the most
commonly mutated oncogene in HCC, and the rest ap-
pear to be low-frequency events, similar to what has
been found in other epithelial cancers.

Of course, the best targets for treating HCC do not
necessarily have to be the driver oncogenes. In principle,
other alterations that occur during HCC progression
could cause certain tumor dependencies that would not
be found in normal liver cells. To find these, A. Mofu-
nanya has been screening human HCC cells for tumor
dependencies using genome-wide RNAi screens under
conditions of hypoxia to more closely mimic the phys-
iological state of tumor cells growing in vivo.

Identification of Driver Genes

and Therapeutic Targets in

Ovarian Carcinoma

E. Sawey, M. Gallo, R. Gerdes, J. Marchica, J. Li [in
collaboration with A. Krasnitz, S. Lowe, Cold Spring
Harbor Laboratory; K. Cho, University of Michigan;

S. Orsulic, Cedars-Sinai; NCI Cancer Target Discovery
and Development Network (CTD2)]

A group of scientists here at CSHL received funding
from the National Cancer Institute (NCI) for a pilot
project in translating genomic information emanating
from cancer genome projects such as TCGA into ther-
apeutic targets. The strategy of the CSHL CTD2 group
for discovering and developing targets incorporates com-
putational analysis of cancer genomes with oncoge-
nomic screening and mouse modeling. This year, we
have analyzed more than 500 ovarian cancer (high-grade
serous) genomes and found an amazing degree of DNA
copy-number instability. Through an innovative ap-
proach to make sense of this chaos, Alex Krasnitz found



the most consistently recurring alterations, and based
on this analysis, we screened more than 100 of the af-
fected genes in a transplantable mouse model for ovarian
cancer and discovered that 24 of these can promote tu-
morigenicity. Although this is just the beginning, Shirley
Guo in Scott Lowe’s group has begun application of the
“speedy” mouse model to determine the suitability of a
subset of these oncogenes as therapeutic targets.

Studies of the DNA Methylome of HCC

K. Revill [in collaboration with R. Finn, University
of California, Los Angeles; T. Wang, Massachusetts
Institute of Technology]

Recent advances in whole-genome methylation profiling,
specifically the Illumina Infinium platform, have allowed
us to investigate the methylation status of a cohort of
more than 50 HCC and normal liver samples for which
we also investigated the expression and gene copy num-
ber (CGH) status. We have been able to identify two very
distinct groups of HCCs based on their methylation sta-
tus. In each class of tumors, there are both hypo- and hy-
permethylated genes relative to normal liver. Several of
these tumor-specific alterations have been validated by
pyrosequencing. In one class of tumors, many genes that
are normally repressed by polycomb group proteins in
stem cells are hypermethylated, consistent with the
tumor cell of origin being a progenitor stem cell. The
other class of tumors does not show this association and
likely originate from a different type of normal cell. In-
triguingly, these two classes also correspond to distinct
groups based on both DNA copy-number analysis and
expression analysis. Combining these three independent
methods of global analysis—transcriptome profiling,
epigenome analysis, and aCGH data—has provided a
robust new classification scheme for HCC.

Identification of Sensitizers
to PI3K Inhibitors

C. Eifert [in collaboration with R. Wooster,
GlaxoSmithKline]

We previously reported on using Greg Hannon’s RNAI
library to screen for sensitizers to a polo-like kinase in-
hibitor and through that discovered that retinoic acid
sensitizes lung cancer cells to this mode of inhibition.
This year, we have looked at genes that if inhibited, to-
gether with partial inhibition of phosphoinositol-3-ki-
nase (PI3K), could enhance killing of cancer cells. Thus
far, we have validated another enzyme upstream of the
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PI3-biosynthetic pathway, as well as a relatively under-
studied glucose transporter.

Identification of Oncogenic Determinants
in the Tumor Cell of Origin
M. Chanrion, E. Sawey

The notion that the phenotype of individual human tu-
mors results from its own specific set of accumulated
mutated oncogenes and tumor suppressor genes forms
the major framework behind many studies into the un-
derlying causes of specific cancer phenotypes. In con-
trast, it is rarely addressed whether the differentiated
state of the normal cell of origin has a role in the phe-
notypic behavior of tumor cells following their acquisi-
tion of mutated cancer genes, despite examples where it
clearly has profound effects. In fact, certain molecular
subclasses of HCC:s are likely to reflect different cells of
origin, but the genes that underlie their different malig-
nant properties are poorly understood. We developed an
approach to find oncogenic determinants within tumor
cells of origin that draws on pathway and functional
analysis of different cells of origin in a mouse model in-
tegrated with parallel analysis of human HCC. Using
this approach, we identified higher levels of RXRat in
differentiated mouse hepatocytes and its associated sub-
class of human HCC as a potential oncogenic determi-
nant. This was confirmed by demonstrating that
RNAi-mediated silencing of RXRat in hepatocytes con-
fers immature hepatoblast-like properties to their sus-
ceptibility to malignant transformation, consistent with
its role in coordinating nuclear receptors involved in
growth and differentiation. We also found that more dif-
ferentiated HCC cells expressing higher levels of RXRo
are the only type that can be inhibited by retinoids,
which were previously tried on HCC patients indiscrim-
inately. These results demonstrate the potential of this
unbiased genomic approach to discover the genes un-
derlying differential malignant properties of distinct
tumor cells of origin and furthermore that such genes
can be critical determinants of treatment response.

Identification and Functional Analysis
of Genes Involved in Breast Cancer-
Stromal Fibroblast Interactions

M. Rajaram [in collaboration with M. Egeblad, Cold Spring
Harbor Laboratory]

Although some molecules that mediate the protumori-
genic interaction of stromal fibroblasts and cancer cells
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have been identified, there is still uncertainty about the
nature and scope of all relevant interactions. To address
this issue, we developed a model for breast cancer—stro-
mal fibroblast interaction using coculture and coxeno-
grafting of human breast cancer cell lines with fibroblasts
that stimulate tumorigenic growth (productive fibrob-
lasts) or other fibroblasts that do not (nonproductive fi-
broblasts). By transcriptome profiling and pathway
analysis, we found that the signaling pathways activated
specifically in productive fibroblasts when cocultured
with tumor cells overlapped significantly with pathways
activated in the stroma of human breast cancer samples
relative to stroma from normal breast tissue. Pathways
that were up-regulated in both our model system and in
human breast cancer stroma included extracellular ma-
trix interactions, cytokine—cytokine receptor interac-
tions, and integrin signaling. Of note was that not only
were a large number of ligands and receptors up-regu-
lated in productive fibroblasts, but their reciprocal lig-
ands/receptors were also up-regulated in the cocultured
breast cancer cells. Because this analysis pinpointed a
large number of potentially important up-regulated
genes, we used short hairpin RNA (shRNA) knockdown
to test for their functional relevance in promoting
tumor—stromal cooperativity in vivo. For example, the
ability of productive fibroblasts containing stable
shRNAs toward CCL2 to cooperate with breast cancer

cell lines in a coxenograft model was significantly dimin-
ished. Furthermore, a similar effect could be achieved
by silencing one of its receptors—CCR1 on the breast
cancer cells. Our results indicate that a productive in-
teraction may be mediated by several different genes be-
longing to diverse pathways acting together to promote
tumorigenesis.
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GENOMIC ANALYSIS OF CANCER AND HUMAN

GENETIC DISORDERS

M. Wigler J. Alexander Y. Eberling  R. Kandasamy
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T. Baslan I. Hakker J. Kendall
M. Bekritsky  J. Hicks A. Krasnitz
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Our group uses methods for comparative genome analy-
sis to study cancer and human genetic disorders. New
mutations, somatic and germline, underlie the cancers
and human genetic disorders. Our main focus to date
has been studying mutations that change the numbers
of copies of sections of the genome, causing regions of
deletion and duplication, in cancer and pediatric disor-
ders. Our research in cancer is a collaborative effort to
discover mutational patterns that predict clinical out-
come. Additonally, we have recently developed methods
for the analysis of the genomes of single cells, which has
led to new insights into tumor evolution and metastasis.
This work has application to the early detection of can-
cer and its recurrence. Our work on human genetic dis-
orders is predicated on the hypothesis that common
disorders under strong negative pressure result from new
and rare variants of high penetrance. Our methodology
is therefore directed to their discovery. We have made
headway in the discovery of the causative mutations in
autism. The same underlying theory and methodology
are being applied to other disabling genetic disorders,
such as congenital heart disease and pediatric cancer. All
of our programs are collaborative.

Cancer

Our work in cancer is divided into three parts. First,
we do outcome research (Hicks et al., Genome Res 16:
1465 [2000]). We use copy-number profiling to find
markers that predict which breast cancers respond to
which therapies. In particular, we ask which patients
will respond to drugs targeting the Her-2 receptor. We
are also studying ductal carcinoma in sicu (DCIS) to
determine if there are reliable markers that reliably pre-
dict progression to invasive disease. This work has re-
quired finding solutions to the technological problems
of extracting DNA from formalin-fixed and paraffin-

A. Leotta N. Navin J. Rosenbaum
D. Levy M. Oswald J. Troge

S. Marks M. Riggs Z.Wang

J. McIndoo L. Rodgers B. Yamrom

J. Meth M. Ronemus  Z. Zhu

embedded tissue and forming collaborations with clin-
ical oncologists (e.g., Larry Norton at Memorial Sloan-
Kettering Cancer Center and Lindsay Harris at Yale).
Second, we pursue studies to elucidate the ontogeny
of cancer based on the analysis of population substruc-
ture. We used subpopulation partitioning to demon-
strate the clonal heterogeneity of some breast cancers
(Navin et al. 2010), and then developed single-cell se-
quencing techniques to study this in greater depth
(Navin et al. 2011). The single-cell analysis revealed the
population substructure of two cancers. One breast can-
cer was what we call monogenomic, with one major ad-
vanced subpopulation, and another cancer was what we
called polygenomic, with multiple advanced subpopu-
lations. No intermediate cells were found, suggesting
that successful clones emerge suddenly during tumor
formation, probably marking a phase change in the
tumor growth pattern, and lead to metastasis. (There
is an alternate hypothesis to explain the absence of in-
termediate cells, namely, that the cancers evolve off site,
diverge greatly from their progenitors, and then rein-
vade the primary site.) One fundamentally surprising
finding was the presence of a major subpopulation of
pseudodiploid cells, each with many genomic markers,
but none that resembled each other or the advanced
tumor subpopulations. We suspect, but have not yet
proven, that these cells are indicators of the presence of
an early diploid progenitor of the tumor that benefits
from, and may benefit, the advanced subpopulations.
The applications of single-cell genomic sequencing
are potentially profound. Critical to all applications is
developing the method so that it is inexpensive, en-
abling the sequencing of hundreds or even thousands
of single cells in parallel for the cost of sequencing one
genome in depth. Fortunately, to be useful, single-cell
sequencing does not need deep coverage, so this goal is
theoretically feasible. When we achieve this goal, appli-
cations include detecting cancer cells in blood and other
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body fluids for the purpose of monitoring early occur-
rence or recurrence, extracting more information from
biopsies, even directing the placement of surgical
boundaries. This is the third part.

Genetic Disorders

After our discovery that copy-number variation is com-
mon in the human gene pool (Sebat et al., Science 305:
525 [2004]), we studied the role of copy-number vari-
ants (CNVs) in human disease and, in particular, in the
role of spontaneous (or de novo) germline CNVs. Our
findings established that germline mutation is a more
significant risk factor for autism spectrum disorders
(ASD) than previously recognized (Sebat et al., Science
316: 445 [2007]), and established a new approach for
the further study of the genetic basis of this and other
genetic disorders. We also study the role of spontancous
mutation in congenital heart disease (a collaboration
with Dorothy Warburton at Columbia University),
rheumatoid arthritis (with Peter Gregersen at North
Shore University Hospital), and pediatric cancers (with
Ken Offit at Memorial Sloan-Kettering Cancer Center,
New York).

One of the de novo events we identified in autism in
our 2007 paper was a deletion on 16p. This event has
now been shown by two other groups to explain perhaps
as much as 1% of autism. We assisted Alea Mills of
CSHL to engineer mice with the orthologous deletion
on mouse chromosome 7, and she has continued to
search for phenotypic consequences. We are hopeful that
these mice will provide animal models suitable for un-
derstanding the underlying neuropathology of the con-
dition and the search for palliative treatments.

Analysis of autism incidence in families, a collabora-
tion with Kenny Ye at Albert Einstein School of Medi-
cine, provided evidence for a unified theory of the
genetic basis for the disorder (Zhao et al., Proc Natl Acad
Sci 104:12831 [2007]). Autism families are divided into
simplex (only one affected child) and multiplex (multi-
ply affected children). By inspecting the records from
the AGRE consortium, we found that the risk to a male
newborn in an established multiplex family is nearly
50%, the frequency expected of a dominant disorder.
Autism incidence and sibling concurrence rates are con-
sistent with a model in which new or recent mutations
with strong penetrance explain the majority of autism
in males and are consistent with a one-hit event.

We are now in the midst of a larger study of sponta-
neous mutation in autism, based on a population of

simplex families (families with only one child on the
spectrum, and at least one unaffected child) collected
by the Simons Foundation. Early initial results confirm
our previous findings, and we observe de novo (copy-
number) mutation more frequently in children with
autism than in their unaffected siblings. The statistical
evidence is strong for deletion events, but much weaker
for amplifications, an assessment that was not possible
before because of lack of statistical power. Because our
new studies are performed with higher-resolution mi-
croarrays, we also see many more examples of narrow
new mutations (altering only a few genes), thus expand-
ing our list of good candidate genes involved in the dis-
order.

Our analysis of autism families has revealed two ad-
ditional major findings. The first is statistical evidence
that inheritance of rare copy-number variation also has
a role in contributing to autism risk. The second is the
relative absence of inherited rare deletions affecting
genes compared to inherited rare duplications affecting
genes. The clear implication is that most deletions are
under strong negative pressure and is consonant with
the observation that de novo deletions are more
strongly implicated in autism than are duplications.

Our study based on copy number does not pinpoint
the genes that cause autism, because even the narrow
events typically contain multiple genes. Pathway analy-
sis, performed in collaboration with Ivan Iossifov of
CSHL and Dennis Vitkup of Columbia University,
does suggest a plausible set of interrelated genes. We
are now pursuing our leads by sequence analysis of
trios (mother, father, and child) from the Simons col-
lection (a collaboration with the McCombie lab at
CSHL). We are conducting a search for recurrent de
novo point mutations that disrupt function in candi-
date genes. From our unified hypothesis, knowledge
of the rate of de novo mutation in the germline, and
the rate of autism in males, we estimate that there are
on the order of 300-500 autism genes. In the 1000+
trios we expect to sequence, we predict to see a signal
in the form of recurrent mutations only in the actual
autism genes.
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Signal transduction focuses on signaling pathways and cell architecture in normal and cancer cells.

Mikala Egeblad and colleagues study tumors, and in particular, the microenvironment in which
tumors arise and live. Solid tumors are abnormally organized tissues that contain cancer cells, stromal
cells, and the extracellular matrix. Communications among the different components of the tumor
influence its progression, for example, by regulating metastasis, the immune response to tumors, or
the response to therapy. The lab secks to separate functions and behaviors of the different stromal
components of tumors, using mouse models of breast cancer and real-time imaging of cells in tumors
in live mice. This enables them to follow the behaviors of and the interactions between cancer and
stromal cells in tumors during progression or treatment. Among the tumor-associated stromal cells,
their main focus is on myeloid-derived immune cells, a diverse group of cells that can enhance an-
giogenesis and metastasis and suppress the immune response against tumors. Egeblad is interested
in how different types of myeloid cells are recruited to tumors and how their behavior in the tumor
microenvironment, for example, their physical interactions with cancer cells and other immune
cells, influences cancer progression. Stromal cells and the extracellular matrix can also influence
drug responses, for instance, by impairing drug delivery to the cancer cells. The lab is addressing
how therapy affects cancer and stromal cells in different tumor microenvironments, in part by using
imaging to follow the response to chemotherapy in mice in real time.

Yuri Lazebnik and colleagues study cell fusion in the context of the hypothesis that viruses and
other common human pathogens might cause cancer under certain conditions. They have estab-
lished that massive chromosomal instability can be engendered by a transient event causing genomic
destabilization without permanently affecting mechanisms such as mitosis or proliferation. The
agent, in this instance, is an otherwise harmless virus that causes chromosomal disruption by fusing
cells whose cell cycle is deregulated by oncogenes. The resulting cells have unique sets of chromo-
somes and some can produce aggressive epithelial cancers in mice. Having developed a method of
producing hybrid cells more efficiently—a means of isolating viral fusogenic proteins—Lazebnik
and colleagues are attempting to induce fusion under controlled conditions in order to explore the
consequences for cell viability and survival.

Changes in tissue architecture are often the first signs of cancer, but very little is known about
the genes, proteins, and pathways that regulate cellular shape and polarity. Senthil Muthuswamy
has developed a new paradigm for thinking about this aspect of cancer biology. Using sophisticated
model systems such three-dimensional cell culture platforms and transgenic mice, his team found
that a protein called Scribble normally regulates proper differentiation of breast epithelial cells and
coerces them into the correct organization and shape and enforces resistance to cancer. They also
found that deregulation of the Scribble pathway results in the development of undifferentiated tu-
mors in mice. Muthuswamy’s team finds that Scribble is frequently mislocalized from cell mem-
branes or not expressed in human breast cancer lesions, which suggests that understanding the
pathways regulated by Scribble can identify therapies aimed at preventing precancerous lesions from
becoming invasive.

Darryl Pappin’s lab develops chemical and computational methods for analysis of proteins and
peptides. These are fundamental tools for proteomics and are vital in many fields of biological in-
vestigation. Proteins and peptides are typically analyzed via mass spectrometry, a method that in-
volves fragmenting samples by colliding them with gas atoms in a vacuum. Masses of the resulting
fragments are measured, and computer algorithms match results with known or predicted molecules
whose amino acid sequences are either known or inferred. Pappin has developed search engines for
mass spectrometry data that enable investigators to sift hundreds of thousands of experimental spec-
tra at a time for database matches. He also seeks to reduce sample complexity via an approach he
calls chemical sorting. This includes the use of chelation to enrich phosphopeptides from the total
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peptide pool and the use of specific affinity-tagged small-molecule inhibitors to segregate classes of
kinases or phosphatases for more specific mass spectroscopic analysis.

Despite their large variety of genetic abnormalities, cancer cells have been found to be extremely
sensitive to the reversal of certain mutations. Raffaella Sordella and colleagues study why cells in
certain cancers are responsive to the inhibition of one particular gene or gene product. Why, for in-
stance, do non-small-cell lung cancer (NSCLC) cells that have a particular mutation in the EGF
(epidermal growth factor) receptor respond dramatically to its inhibition by the drug Tarceva? This
occurs in 15%-20% of patients, the great majority of whom, within 1-3 years, develop resistance.
Various mutations have been implicated in about half of resistant patients. This year, Sordella and
colleagues discovered a new resistance mechanism in a subpopulation of NSCLC cells that are in-
trinsically resistant to Tarceva. These tumor cells were observed to secrete elevated amounts of a
growth factor called transforming growth factor-f (TGF-B), which in turn increases secretion of
interleukin-6 (IL-6), an immune signaling molecule. Significantly, these effects were independent
of the EGF receptor pathway. The team therefore hypothesizes that inflammation is one factor that
can render a tumor cell resistant to treatment with Tarceva.

Nicholas Tonks and colleagues study a family of enzymes called protein tyrosine phosphatases
(PTPs), which remove phosphate groups from other proteins. By changing the phosphorylation
state of proteins, PTPs can profoundly affect the health of entire organisms. Tonks’ group seeks to
characterize fully the PTP family, understand how its activity modifies signaling pathways, and how
those pathways are abrogated in serious illnesses, from cancer to Parkinson’s disease. The overall
goal is to identify new targets and strategies for therapeutic intervention in human disease. They
have, for instance, sought to define the role of JNK stimulatory phosphatase 1 in regulating a sig-
naling pathway critical in Parkinson’s and have investigated new roles for PTPs in regulating sig-
naling events in breast cancer, identifying three PTPs as potential novel tumor suppressors. This
year, Tonks and colleagues published results of experiments suggesting one way in which cascades
of intracellular signals are regulated at what they call a decision point, where cells commit to repair
broken DNA strands or commit suicide following DNA damage. A protein, EYA, was found by
the lab to regulate the formation of specialized microenvironments on DNA called y-H2A.X foci,
which allow the cell to summon repair enzymes to the site of broken DNA strands.

Several years ago, Lloyd Trotman discovered that the loss of a single copy of a master tumor sup-
pressing gene called PTEN is sufficient to permit tumors to develop in animal models of prostate
cancer. His team later found that complete loss of PTEN paradoxically triggers senescence, an ar-
rested state that delays or blocks cancer development in affected cells. These findings explained why
many patients only display partial loss of this tumor suppressor and established a novel mechanism
of cancer initiation. His lab has recently been expanding these findings in collaboration with clini-
cians at Memorial Sloan-Kettering Cancer Center, with the aim of identifying patients who have
developed tumors with metastasis-favoring mutations. The interdisciplinary team aims to generate
mouse models that accurately reflect the core genetic changes driving human metastatic prostate
cancert, with the aim of developing novel molecular assays that separate the few men who are at risk
of developing lethal disease from the rest. Moreover, their mouse models can be used to test new
therapies using small molecules or RNA interference technology developed at CSHL. Trotman’s
lab also is studying regulation of PTEN stability and nuclear transport, because many patients have
tumors that aberrantly target PTEN for cytoplasmic degradation.

Linda Van Aelst’s lab studies how aberrations in intracellular signaling involving enzymes called
small GTPases can result in disease. They are particularly interested in Ras and Rho GTPases, which
help control cellular growth, differentiation, and morphogenesis. Alterations affecting Ras and Rho
functions are involved in cancer and various neurodevelopmental disorders. This year, Van Aelst’s
team extended their study of mutations in a Rho-linked gene called ofigophrenin-1 (OPHNI), part
of an effort to connect the genetic abnormalities associated with mental retardation to biological
processes that establish and modify the function of neuronal circuits. In addition to a role for
OPHNI in activity-driven glutamatergic synapse development, they obtained evidence that OPHNI
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also has a critical role in mediating mGIuR-LTD, a form of long-term synaptic plasticity, in CAl
hippocampal neurons. Their findings provide novel insight not only into the mechanism and func-
tion of mGluR-dependent LTD, but also into the cellular basis by which mutations in OPHNI
could contribute to the cognitive deficits in patients. In addition, the Van Aelst team discovered a
critical role for a novel activator of Rho proteins in the genesis of cortical neurons. Defects in cortical
neurogenesis have been associated with cerebral malformations and disorders of cortical organization.
They found that interfering with the function of the Rho activator in neuronal progenitors in em-
bryonic cerebral cortices results in an increase in the number of proliferating neuronal progenitors
and defects in the genesis of neurons. This provides novel insight into mechanisms that coordinate
the maintenance of the neural progenitor pool and neurogenesis.



INTERACTIONS BETWEEN TUMOR AND HOST IN CANCER
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T. Kees M.G. Rasch
E. Nakasone P. Sinha
J.-H. Park

Solid tumors are composed of the cancer cells and the
stroma, a supportive framework. The stroma include
the extracellular matrix (ECM), which is composed of
proteoglycans, hyaluronic acid and fibrous proteins
(e.g., collagen), and stromal cells. The stromal cells in-
clude mesenchymal supporting cells (e.g., fibroblasts
and adipocytes), cells of the vascular system, and cells
of the immune system. Interactions between epithelium
and stroma are essential for normal organ development.
As tumors develop and progress, they undergo dramatic
morphological changes, which involve both the cancer
cells and the stroma. Stromal components that have
been proposed to have a more pronounced tumor-pro-
moting function in advanced stages than in earlier
stages include the immune cell infiltrate.

We have developed an imaging method that permits
real-time spinning-disk microscopy of tumor—stroma
interactions in mouse models of human breast cancer.
This allows us to follow, for example, vascular leakage,
immune cell infiltration, and cancer cell proliferation
and death in real time. We use this technology to un-
derstand how breast cancer is affected by the stroma.

Effects of the Tumor Microenvironment on
Response to Cancer Therapy

When tumors do not respond to treatment, patients
die. However, it is often impossible to predict the clin-
ical response. Understanding the mechanism of therapy
resistance is therefore of vital concern. Surprisingly little
is known about how cancer cells in intact tumors re-
spond to classical chemotherapy, although these drugs
have been used for decades. Most knowledge on the re-
sponses has been obtained from cell culture or xenograft
animal experiments, but such experiments are often not
predictive of drug responses in patients.

Development of resistance can be caused by cancer
cell intrinsic factors (genetic or epigenetic changes) or
by extrinsic factors such as survival factors secreted from
stromal cells or impairment of drug penetration
through the altered tumor ECM. Certain organs, such

as the bone marrow and the thymus, have been shown
to offer protection from chemotherapy mediated by se-
creted factors from stromal cells (e.g., interleukin 6).
However, it is not known how the evolving microenvi-
ronment of solid tumors shapes drug sensitivity.

We are using in vivo spinning-disk confocal imaging
to study drug sensitivity in the context of evolving
tumor microenvironments. We have treated mouse
models of mammary carcinoma with doxorubicin and
observed very varied drug response between individual
tumors. Using imaging, we revealed that the microen-
vironment of different tumor stages participated in reg-
ulating the drug response. Early-stage lesions responded
poorly compared to intermediate-sized, early carcinoma
stage tumors. However, in vitro, sensitivity to doxoru-
bicin was similar for cancer cells from different stages.
Live imaging further showed that cell death started -24
h after doxorubicin treatment and that stromal cells as
well as cancer cells in the tumor mass were killed. Treat-
ment also led to a new microenvironment, as dead cells
recruited new myeloid-derived cells, changing the mi-
croenvironment of the responding tumors. Myeloid cell
infiltration was associated with increased vascular per-
meability, and tissue penetration of dextran and doxoru-
bicin was most prominent in the early carcinoma stages.
When vascular permeability was increased by deleting
matrix metalloproteinase (MMP) 9, an improved re-
sponse to doxorubicin was observed in ErbB2-driven tu-
mors. In conclusion, imaging intact tumors acutely after
treatment with chemotherapy revealed a complex and
evolving relationship among microenvironment, drug
penetration, and the drug sensitivity of cancer cells.
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CELL-TO-CELL FUSION AS A LINK BETWEEN VIRUSES AND CANCER

Y. Lazebnik ). Milazzo

During the last year, we continued to test a hypothesis,
which we proposed previously, that some viruses can
contribute to carcinogenesis and tumor progression by
fusing cells. Two consequences of such fusion are of par-
ticular interest. One is an abnormal combination of
properties in a cell that is derived from fusion of cells
of different types, such as a transformed cell and a bone
marrow stem cell. The hypothesis that such an outcome
could be consequential to carcinogenesis was supported
by recent findings that bone marrow stem cells fuse to
differentiated cells in the body and reprogram the re-
sulting hybrids into progenitors. Remarkably, it was
also found that the rate of stem cell fusion increases
manyfold in animals that were irradiated or suffered
from chronic inflammation. Another consequence of
cell fusion is chromosomal instability (CIN), which is
a well-known feature of cell hybrids, although the
mechanistic link between cell fusion and CIN is poorly
understood. The facts that CIN is also a common fea-
ture of solid cancers and that cells of many of these tu-
mors have increased ploidy suggested that cell fusion
could be one of the processes that trigger CIN in pre-
malignant cells. A recent report that carcinogenesis in-
volves a yet to be identified “single catastrophic event”
that causes massive rearrangement in one or more chro-
mosomes suggested again that this event could be cell
fusion.

During the last year, we focused our limited resources
on understanding the fate of tetraploid cells, which are
formed by cell fusion or cytokinesis failure. According
to a long-standing model, many solid cancers are caused
by chromosomal aberrations consequent to tetraploidy.
Two mechanisms for these aberrations have been con-
sidered: (1) spontaneous chromosome missegregation
with gradual accumulation of aberrations and (2) mul-
tipolar mitosis, which can cause multiple aberrations
and produce cells with ploidy characteristic of solid can-
cers merely by distributing four chromosome comple-
ments among three daughter cells (Fig. 1). However, the
prevailing view is that such distribution is too chaotic
to result in viable progeny, a minimal requirement for
carcinogenesis. We questioned this assumption by ana-
lyzing multipolar mitoses caused in normal human cells
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by the ability of oncoprotein E1A to inhibit centrosome
clustering. We showed that during these mitoses, chro-
mosomes distribute not as random individual entities,
as commonly presumed, but in partial or complete chro-
mosome complements, as was proposed for bipolar mi-
tosis. We found that the resulting progeny is viable and
that multipolar mitosis can frequently produce near-
diploid daughters (Fig. 1), which suggests that even
some near-diploid cancers might have a tetraploid pre-
cursor. Considering the track record of E1A for uncov-
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Figure 1. Multipolar mitoses caused by ETA produce diverse and
viable progeny. (A) To visualize centrosomes and chromatin,
DERP cells (DEIR transduced with p53%'7°H) were transduced with
o-tubulin-EGFP and H2A—Cherry. The resulting cell line (DERP-
HT) was processed with blebbistatin to obtain binuclear cells that
were recorded by confocal time-lapse microscopy as they were
entering mitosis. The recordings were analyzed to determine how
the cells divided (B). The thickness of the arrows in B is propor-
tional to the number of cells that took a particular route, which
were designated R1.1 to R3.2. Note that expressing o-tubulin—
EGFP increased the incidence of multipolar mitoses, perhaps by
interfering with the endogenous o-tubulin.



ering oncogenic pathways, and our finding that this
oncogene inhibits centrosome clustering, we proposed
that E1A mimics oncogenic events that cause multipolar
mitosis and the consequent chromosomal aberrations in
human neoplasia.

To facilitate studies on the consequences of cell fu-
sion, in particular those to genome stability, we reported
a simple, versatile, scalable, and nontoxic approach to
cause cell fusion in vitro. We called this approach V-fu-
sion, as it is based on the ability of the vesicular stom-
atitis virus G protein (VSV-G), a viral fusogen of broad
tropism, to become rapidly and reversibly activated. We
suggest that this approach will benefit a broad array of
studies that investigate consequences of cell fusion or
use cell fusion as an experimental tool.

During the last year, we were pleased to note that
our suggestion, which we reported in 2007, that me-
tabolism of glutamine should be revisited as a promis-
ing target for cancer therapy has been successfully
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implemented by a number of laboratories and pharma-
ceutical companies.

Finally, we published a commentary that questions
the prevailing and widely accepted view of cancer as a
combination of six hallmarks. We hope that this com-
mentary will help to maintain a healthy discussion
about the origin and nature of the disease that remains
as incurable as it has been for decades in a majority of
instances.

Overall, we hope that our research will help to de-
velop an experimental and conceptual framework to
test the role of cell fusion, ploidy increase, and chro-
mosomal instability in cancer.
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EPITHELIAL CELL BIOLOGY AND CANCER

D. Akshinthala
M. Feigin

S. Muthuswamy K. Krishnamurthy

B. Xue

Pathologists use a number of criteria to diagnose and
predict prognosis of premalignant breast lesions. Salient
among them are changes in cell number and in cell and
tissue architecture. Although we are beginning to un-
derstand a lot about the mechanisms that regulate cell
proliferation, very little, if anything, is known about
the mechanisms that regulate disruption of cell and tis-
sue architecture. We believe that gaining better insights
into the mechanisms that regulate changes in cell archi-
tecture during the development and progression of pre-
malignant lesions will identify molecular targets that
pathologists can use to better prognose premalignant
lesions. In this process, we may also identify novel
strategies to treat premalignant disease.

The epithelial cells lining the luminal space have an
asymmetric distribution of membrane proteins where
the membrane that is in contact with lumen, referred
to as the apical surface, is rich in glycoproteins and mi-
crovilli, and the membrane that is in contact with the
neighboring cell or the surrounding tissue is rich in
cell—cell and cell-matrix junctions and is referred to as
the basolateral surface. This characteristic organization
is lost early in premalignant disease, and the tissue con-
tinues to lose its structure and organization during pro-
gression to malignancy. Surprisingly, we know little
about what role these changes have during the cancer
process and, more importantly, if the changes observed
in premalignant lesions are harbingers of what is yet to
come.

We recently demonstrated that the oncogene E£r6B2
interacts with Par6/aPKC, a protein complex involved
in the regulation of asymmetric cell division, cell junc-
tion biogenesis, and epithelial morphogenesis. This in-
teraction was required for the ability of ErbB2 to
disrupt epithelial cell polarity and transform three-di-
mensionally organized epithelial structures. In addition
to interacting with Par6/aPKC, activation of £r6B2 also
induces disruption of Par3 from the polarity complex.
We now report that expression of Par3 is down-regu-
lated both in human breast cancers and in lung metas-
tasis of ErbB2 transgenic mice. Down-regulation of
Par3 cooperated with the £r6B2 oncogene to induce
migration, invasion, and metastasis of transformed and
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tumor-derived mammary epithelial cells in culture and
in vivo. Interestingly, acquisition of invasive and
metastatic ability was not associated with an overt mes-
enchymal phenotype. However, epithelial cells lacking
Par3 activated a Tiam1/Rac/GTP/IRSp53/WAVE2/
Arp2/3 pathway that induced disruption of cortical
actin organization, blocked E-cadherin junction matu-
ration, and decreased cell-cell cohesion. Changes in
cortical actin organization and mislocalization of
Arp2/3 complex were observed in epithelial cells lack-
ing Par3 both in culture and in primary tumors in mice
and in humans. Thus, we demonstrated that loss of
Par3 deregulates cortical actin dynamics and E-cadherin
junction maturation to promote metastatic behavior in
epithelial cells without inducing a mesenchymal phe-
notype.

Previous results from our lab (Zhan et al., Cell 135:
865 [2008]) provided evidence that overexpression of
a Scribble mislocalization mutant (ScrP305L) disrupted
three-dimensional morphogenesis of mammary epithe-
lial cells, whereas overexpression of wild-type (ScrWT)
Scribble did not. Therefore, we sought to investigate
the signaling pathways activated in response to Scribble
mislocalization in these cells. In the current study, we
find that ScrP305L, but not ScrWT, specifically in-
duces activation of Akt and phosphorylation of down-
stream Akt targets. To extend these observations to an
in vivo setting, we generated transgenic mice expressing
ScrP305L in the mammary epithelium, under the con-
trol of the mouse mammary tumor virus (MMTV) pro-
moter. ScrP305L mice display defects in branching
morphogenesis, including loss of tertiary ducts and
small alveolar structures. This is followed by develop-
ment of hyperplasia by 6 months of age and tumor for-
mation after 1 year. Analysis of P305L tumors reveals a
striking heterogeneity in pathology as well as marker
expression, suggesting that Scribble cooperates with sec-
ondary genetic events for tumor progression. Impor-
tantly, despite their heterogeneity, ScrP305L tumors
show high levels of activated Akt. Overall, our results
suggest that the impaired polarization of epithelial cells
noted in advanced cancers may be a cause, and not
merely a consequence, of human tumorigenesis. To-



gether, these studies are likely to identify new ways for
treating breast cancer.
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Identifying Guardians of Germline
Genomes

This work was done in collaboration with A. Haase and
G. Hannon.

The Piwi clade of Argonaute proteins and their asso-
ciated small RNAs, Piwi-interacting RNA (piRNA), act
in an evolutionarily conserved genome defense pathway
that silences transposons in germline cells. Piwi proteins
are required for germline differentiation and mainte-
nance of germline stem cells, with mutations almost uni-
versally leading to sterility and germecell loss. Insights
into piRNA biogenesis and function emanate from
cloning and sequencing of piRNAs associated with dif-
ferent Piwi proteins, although the mechanisms of pri-
mary piRNA biogenesis and function remain largely
elusive. We used affinity immunoprecipitation to iden-
tify proteins associated with Drosophila Piwi and three
other known components of the piRNA silencing path-
way: Zucchini (a potential nuclease), Armitage (an RNA
helicase), and Squash (a protein of unknown function).
The analysis revealed that Piwi, Armitage, and Squash
associate with one another. Identification of proteins
copurifying with either component revealed a common
set of interactors constituting the core of this RNA-si-
lencing machinery. The laboratory is further investigat-
ing the molecular function of candidate genes emerging
from this analysis, in vitro and in vivo.

Quantitative Proteomic Analysis
of the Effect of Anti-let-7 on
Protein Expression

This work was done in collaboration with C. Dos San-
tos, I. Ibarra, S. Obad, S. Kauppinen, and G. Hannon.

The challenge of deciphering the role of hundreds
of animal RNAs, in conjunction with the large num-
ber of predicted target mRNAs, demands the develop-
ment of robust technologies that can dissect the bio-
logical functions of individual microRNAs (miRNAs)
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and miRNA families in vivo. An alternative approach
to miRNA gene knockouts is to use chemically modi-
fied antisense oligonucleotides, termed anti-miRs,
which bind to the mature miRNA in competition with
cellular target mRNAs, leading to functional inhibi-
tion of the miRNA and derepression of the targets.
The Hannon Laboratory has used seven to eight nu-
cleotide fully locked nucleic acid (LNA)-modified
phosphorothioate oligonucleotides (termed tiny
LNAs) to target the seed region of the lez-7 family with
high stability. Western blot analysis showed a concen-
tration-dependent increase of the major HMGA? tar-
get in anti-/es-/-treated HeLa cells, whereas the
controls showed no effect. Quantitative proteomics
screens using whole-cell lysates and iTRAQ (isobaric
tags for relative and absolute quantitation) labeling
confirmed the increase of HMGA2 while revealing
much more subtle off-target effects on other proteins.
The conclusion is that tiny seed-targeting LNAs can
be used to effectively inhibit the function of individual
miRNAs and entire miRNA families in cultured cells.
The study also validated the use of tiny LNA-based
knockdown in exploring miRNA function, with im-
portant implications for the development of therapeu-
tics targeting disease-associated miRNAs.

Mapping Posttranslational Modifications
of the Splicing Factor SF2/ASF

This work was done in collaboration with Y. Liu, R.-Y.
Tzeng, O. Fregoso, R. Sinha, and A. Krainer.

We used a combination of bottom-up and middle-
down approaches to map a significant number of post-
translational modifications of human SF2/ASF following
magnetic bead immunoprecipitation of the protein from
Hela and 293E cells. For the bottom-up approach, a
triple-digest protocol was used (trypsin, elastase, and sub-
tilisin) followed by two-dimensional MudPIT (mulddi-
mensional protein identification technology) LC-MS
(liquid chromatography/mass spectrometry) analysis of



the overlapping, nonspecific digest products to increase
coverage. For the middle-down approach, we used Lys-
C to generate larger fragments, which were analyzed by
both CID (collision-induced dissociated) and ETD (elec-
tron transfer dissociation) fragmentation. In total, we
identified six sites of SY phosphorylation, six sites of KR
monomethylation, and one site of R dimethylation. Eight
of these sites (including four sites of phosphorylation) had
not been previously reported. Subsequent work by mu-
tagenesis and cellular assays has shown that three of the
R methylations are important for controlling the parti-
tioning of the protein between nucleus and cytoplasm.
This has functional consequences for its effects on pre-
mRNA splicing and nonsense-mediated decay (NMD)
in the nucleus and on translation in the cytoplasm.

Novel Regulatory Modification
of PTP1B

This work was done in collaboration with N. Krishnan,
N. Tonks, and C. Fu.

Hydrogen sulfide (H2S) has recently been implicated
in the regulation of several biological processes, but cel-
lular targets and possible modes of action are not well
understood. Protein tyrosine phosphatases (PTPs) have
been established as regulators of a wide variety of signal
transduction pathways, and they use an essential reactive
Cys residue, which is characterized by a low pKa and is
very susceptible to oxidation. We tested whether H2S
may also target the catalytic Cys residue to regulate PTP
function. Using high-resolution mass spectrometry (MS)
we identified a novel covalent modification (persulfa-
tion) of the active-site Cys-215 in PTP1B that occurs in
response to the generation of hydrogen sulfide in vivo.
This sulthydration reaction also inactivates PTP1B, but
it is subject to different mechanisms of reduction and re-
activation compared to the reversibly oxidized enzyme.
To understand the relevance of this modification to the
control of cell signaling, we used RNA interference
(RNAI) to suppress the critical enzyme in H2S produc-
tion, cystathionine-y-lyase (CSE), in 293T cells, where
we observed sulthydration of Cys-215 following ER (en-
doplasmic reticulum) stress only in control cells. Using
a novel phosphopeptide-trapping mutant, we searched
for potential substrates of PTP1B in the ER stress re-
sponse and identified a tryptic phosphopeptide derived
from PERK (protein-kinase-like ER kinase). The phos-
phorylation of Y619 in PERK has a critical role in the
activation of PERK, which phosphorylates the eukaryo-
tic translational initiation factor 20t (eIF201), leading to
translational attenuation. We have since demonstrated
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that PTP1B dephosphorylates Y619 PERK and that this
event is regulated by H2S production in ER stress. These
data suggest the possibility that different modes of re-
duction and reactivation of PTPs in response to distinct
gasotransmitters may introduce new levels of control
over signal transduction.

Interacting Partners of MECP2

This work was done in collaboration with A. Paul and
J. Huang.

MECP2 was identified as a methyl-CpG DNA-binding
protein and is known to be a trancriptional modulator and
regulator of chromatin structures and alternative splicing.
MudPIT LC-MS analysis of MECP2 complexes obtained
by magnetic bead immunoprecipitation discovered a host
of new MECP2 interacting proteins. In particular, eukary-
otic elongation factor 1A (EF1A1), DEAD- box protein 6
(DDX6/ P54), and synaptotagmin-binding cytoplasmic
RNA-interacting protein (SYNCRIP) were identified with
high significance. All three proteins have known roles in
translational regulation and mRNA transport.

Because EF1A1 is integral to the translation machin-
ery and is present in kinesin-associated mRNP granules,
its interaction with MECP2 could influence the trans-
lation state of MECP2-associated mRNAs. DDX6/P54
is a well-known member of the cytoplasmic P-bodies
and has been shown to repress translation and shuttle
between P-body and actively translating fractions. SYN-
CRIP was found in kinesin-associated mRNPs as well
as in dendritic mRNA transport granules. The associa-
tion of MECP2 with multiple proteins that regulate
translation and mRNA transport for local protein syn-
thesis suggests a potential mechanism of how MECP2
deficiency results in altered protein levels for its target
transcripts without changes in mRNA levels. Together,
these results established that MECP2 not only is associ-
ated with translating mRNAs in the cytoplasm, but also
imposes a regulatory function by interacting with other
factors involved in mRNA metabolism and translation.
The results establish a novel regulatory function of
MECP2 and suggest translation regulation as a patho-
genic mechanism of Rett syndrome.

Functional Analysis of the Protein
Phosphatase Activity of PTEN

This work was done in collaboration with X. Zhang
and N. Tonks.

The tumor suppressor phosphatase PTEN displays
intrinsic activity toward both protein and phosphatidyl-
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inositol phospholipid substrates in vitro. Whereas the
lipid phosphatase activity of PTEN is important for its
tumor suppressor function, the significance of its protein
phosphatase activity is unknown and represents a gap in
our understanding of the function of this important reg-
ulator of cell signaling. The Tonks laboratory has devel-
oped an in vivo assay of PTEN function, which has
revealed an effect of its protein phosphatase activity on
the density of neuronal spines in cultured hippocampal
organotypic brain slices. In summary, the data suggest
that the protein phosphatase activity of PTEN and the
phosphorylation of Ser and Thr residues in its carboxy-
terminal segment are of regulatory significance to the
control of spine density. We are thus focused on defining
these critical phosphorylation sites within PTEN and
the identity of the regulatory binding proteins with
which it associates.

Identification of Origin Recognition
Complex Interactors

The Stillman Laboratory has identified a new mecha-
nism by which the pre-recognition complex (pre-RC)
is activated by protein kinases at the G -to-S phase tran-
sition that involves targeting the Cdc7-Dbf4 (DDK)
protein kinase to a regulatory region of the Mcm4 pro-
tein subunit of the MCM2-7 helicase complex. The
studies led to the identification of an inhibitory amino
acid sequence in Mcm4 that, when deleted, bypassed
the requirement for the DDK kinase. Using MCM2-7
immunoprecipitation and mass spectrometry, Cdc45
was identified as a major cell-cycle-regulated MCM-in-
teracting protein that depended on DDK activation of
the pre-RC before it could bind MCM2-7.

When Orc2 and Orc3 were depleted from human
cells using RNAI, ~30% of the cells arrested with a ter-
minal phenotype in which the mitotic chromosomes are
abnormally condensed and are not attached to the mi-
totic spindle, and the cells have multiple centrosomes
with only one centriole per centrosome. It was shown
that the Orc2- or Orc3-depleted cells attempt to form a
metaphase plate and then begin the metaphase-to-
anaphase transition, but then the chromosomes pull off
the spindles and form abnormally condensed structures.
Thus, the spindle assembly checkpoint (SAC) was sat-
isfied, but in the absence of Orc2 or Orc3, chromo-
somes lost spindle attachment to the kinetochores when
tension was placed on the spindle to pull the cen-

tromeres apart. Subsequent biochemistry demonstrated
that Orc2 and Orc3 associated with the BubR1 kineto-

chore protein that is involved in sensing tension when
the kinetochores are correctly attached to bioriented
spindles. Also associated with Orc2 and Orc3 were
CenpE and Plkl, a protein kinase that phosphorylates
BubR1, as well as the heterochromatin protein 1. The
interactions between Orc2 and Orc3 at centromeres and
the kinetochore proteins only occurred during mitosis
and were observed during interphase; in addition, the
interactions were phosphorylation dependent. We are
currently performing mass spectrometry of ORC sub-
unit immunoprecipitations to determine other proteins
associated with ORC in mitosis and at centrosomes.

The Molecular Basis of Oncogene
Addiction

This work was done in collaboration with M. Pineda
and R. Sordella.

The Sordella laboratory is interested in the possibility
that the platelet-derived growth factor receptor (PDGFR)
could modify the activity of SOCS3, because it could
provide a molecular mechanism explaining the decreased
sensitivity to the epidermal growth factor receptor
(EGFR) inhibitor in NSCLC cells expressing PDGFR.
Mass spectrometry of SOCS3 was performed after in
vitro phosphorylation with both PDGFR and EGFR
using cold ATP. Several approaches used both the linear
trap quadrupole (LTQ) and quadrupole time-of-flight
(Q-TOF) mass spectrometers and in-solution and in-gel
digestion of samples. Initially, several phosphotyrosines
were identified within the protein, but it was suspected
that they might be due to nonspecific phosphorylation.
The protocol was modified by decreasing the temperature
of the kinase assay and varying the concentration of the
kinase, and accurate mass Q-TOF LC-MS with phos-
pho-chip titanium dioxide enrichment was carried out.
Using these approaches, the PDGFR phosphorylation
site in SOCS3 was identified at amino acid 165 (YYIY),
located within the gp130-binding pocket. This suggested
that PDGFR may be involved in the molecular mecha-
nism of cytokine regulation.

Quantitation of Alternative Splice
Variants at the Protein Level

This work was done in collaboration with O. Fregoso,
M. Jensen, A. Krainer, M. Akerman, and M. Zhang.
The Shared Resource is currently collaborating with
the Krainer Laboratory to develop the use of iTRAQ
quantitative proteomics to identify and quantify chang-



es in exon-junction peptides as a measure of changes in
alternative splicing isoforms of abundant proteins. In
multiple duplex iTRAQ experiments, protein lysates
were prepared from cytoplasmic and nuclear fractions
of control Hela cells and cells overexpressing the
SF2/ASF splicing factor. The lysates were digested
(trypsin) and labeled with two members of the 4-plex
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iTRAQ reagent set before mixing. The pooled, labeled
peptides were analyzed by 15-16 salt step MudPIT LC-
MS or capillary LC-MS following first-dimension pep-
tide separation by OffGel isoelectric fosusing (24
fraction; pH3-10). CID spectra are currently being
matched to a splice peptide isoform database specifically
created for the project.



MOLECULAR TARGETED THERAPY OF LUNG CANCER
EGFR MUTATIONS AND RESPONSE OF EGFR INHIBITORS

R.Sordella M. Camiolo M. Pineda
S. Fenoglio  A. Saborowski
T. Lindsted Z.Yao

In recent years, rapid advances in our understanding of
the molecular events required for tumor onset and pro-
gression have led to the development of novel cancer
agents referred to as “molecular targeted therapies.” Be-
cause they specifically target the product of selective can-
cer mutations that are required for cancer cell survival,
they are thought to become invaluable therapeutic tools.
Specifically in the case of lung cancer, much excitement
has been generated by the finding that patients harboring
oncogenic epidermal growth factor receptor (EGFR) mu-
tations highly benefit from treatment with selective in-
hibitors (etlotinib and gefitinib). Erlotinib and gefitinib
are members of a class of quinazolium-derived agents that
inhibit the EGFR pathway by binding in a reversible fash-
ion to the EGFR ATP pocket domain. Remarkably, ret-
rospective studies showed a striking correlation between
occurrence of certain EGFR oncogenic mutations and er-
lotinib/gefitinib responses. The presence of deletions in
exon 19 of EGFR or EGFR L858R missense substitutions
are in fact found in more than 80% of non-small-cell lung
cancer (NSCLC) patients that respond to erlotinib or
gefitinib treatment. Yet, as in the case of other targeted
therapies, the emergence of resistance presents a major
hurdle for the successful utilization of these agents. Clin-
ical data in fact have shown that in the majority of the
cases, responses to drug treatment are transient, and
within a short period of time, patients who initially re-
sponded progress or relapse with resistant disease. The ac-
quisition of an additional mutation in exon 20 of EGFR
resulting in a threonine-to-methionine substitution at po-
sition 790 (T790M mutation) and/or amplification of c-
MET can account for ~50% of cases of erlotinib-acquired
resistance. However, the mechanisms that lead to resist-
ance in the remaining cases are unknown.

Intrinsic and Extrinsic Mechanisms of
Resistance to Targeted Therapies

To uncover new molecular mechanisms of gefitinib and
etlotinib resistance in NSCLC, we have developed a
cell-based model system using the broncho-alveolar
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cancer cell line H1650. This cell line harbors an onco-
genic deletion within the EGFR (delE746-A750) and
has a half-maximal inhibitory concentration (IC,) to
gefitinib or erlotinib treatment of -5 M. By culturing
this cell line in the presence of a constant high concen-
tration of erlotinib, we have been able to isolate cell
lines capable of growing in the presence of up to 20 UM
of the drug. Interestingly, ~13% of the erlotinib-resis-
tant cells displayed the morphological appearance of
mesenchymal cells (16 of a total of 123 colonies exam-
ined), enhanced motility, and Matrigel invasion com-
pared to parental cells. These striking morphological
features were associated at the molecular level with an
increased expression of the mesenchymal protein Vi-
mentin and with decreased expression of the epithelial
marker E-cadherin, as well as with an EGFR-indepen-
dent augmented secretion of transforming growth fac-
tor-B1 (TGF-B1) and TGF-B2.

We determined that the increased autocrine secretion
of TGF-P was sufficient to activate a complex program
that led to the acquisition of mesenchymal-like mor-
phology, increased modtility, invasion ability, and er-
lotinib resistance. In the latter case, we provided
evidence that an up-regulation of interleukin-6 (IL-6)
secretion by TGF-P3 was sufficient to unleash cells har-
boring mutant EGFR from their EGFR dependency, as
manifested by their decreased sensitivity to erlotinib
treatment.

By using a surface marker signature derived from the
erlotinib-resistant cells, we also showed that cells which
are mesenchymal and erlotinib-resistant were already
present in NSCLC-derived cell lines as well as in early-
stage treatment-naive tumors.

These data thus indicate that cell-autonomous
mechanisms could generate subpopulations of cells in-
trinsically resistant to erlotinib treatment. Yet because
both IL-6 and TGF-f are secreted factors prominently
produced during the inflammatory response, the acti-
vation of the tumor microenvironment could also con-
tribute to erlotinib resistance. By using a mouse model
system in which inflammation was induced either by



topical treatment with a low concentration of 12-O-
tetradecanoyl-phorbol-13-acetate (TPA) or with lipo-
polysaccharide (LPS), we were indeed able to show that
the induction of inflammation was successful in stim-
ulating IL-6 secretion and decreasing the tumor re-
sponse to erlotinib treatment. Hence, our data provide
compelling evidence indicating that acquired resistance
to molecular targeted therapies could arise not only as
a consequence of genetic and/or epigenetic heterogene-
ity within cancer cells, but also through the activation
of the tumor microenvironment.

Because we identified cells that are intrinsically re-
sistant to erlotinib in NSCLC prior to treatment, it was
also tempting to speculate that this same mechanism of
erlotinib-acquired resistance could explain the hetero-
geneity of primary erlotinib responses observed in pa-
tients. In fact, although the majority of patients
harboring similar EGFR oncogenic mutations do re-
spond to erlotinib treatment, overall responses can vary
from 5% to 90% and remission could span from 3
months to more than 5 years. Notably, several studies
have already reported increased levels of IL-6 in ~30%
of NSCLC.

Why IL-6 is required for the survival of the cancer
cells is yet not clear. Our data seems to indicate a role
of IL-6 in protecting cells from apoptosis. This seems
to be consistent with current literature. Catlett-Falcone
et al. ([mmuniry 10: 105-115 [1999]) in fact demon-
strated that IL-6-induced STAT3 protects myeloma
cells from FAS-induced apoptosis by up-regulating the
expression of BCL-X . Similarly, Haga et al. (/ Clin In-
vest 102: 989 [2003]) demonstrated that constitutively
active STAT3 provided protection against FAS-medi-
ated liver injury likely through an augmented expres-
sion of the antiapoprotic proteins FLIP, BCL-2, and
BCL-XL. Consistent with a role of IL-6/STAT 3-medi-
ated survival, we observed an up-regulation of Surivin,
BCL-X1, and BCL-2 in the erlotinib-resistant cells.

Interestingly, the erlotinib-resistant cells character-
ized in this study also have an increased metastatic po-
tential. They display mesenchymal-like features, are
highly motile and invasive, and can be found with an
increased representation in the bone marrow of patients
compared to primary tumors. Notably, many of the
genes that we see increasingly expressed in the resistant
cells compared to the parental line have already been
associated with a metastatic signature and/or with poor
prognosis. These genes include HOXB2, S100A4,
S100A2, Tenascin C, SUSD, MCAM, and TCF-4.

Notably, although the epithelial-mesenchymal tran-
sition (EMT) has been previously reported to be asso-
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ciated with erlotinib resistance, our data indicate that
the programs that lead to mesenchymalization and drug
resistance are distinct. Although we found that TGF-f3
is required and sufficient for EMT, invasion, and motil-
ity, as well as inducing an increased expression of IL-6,
reducing the expression of the EMT master regulator
SNAI only impaired EMT/motility/invasion but did
not change the cells’ sensitivity to etlotinib. Further-
more, treatment of cells with IL-6 increased their re-
sistance to erlotinib but did not induce EMT. Our data
are consistent with the observation that certain cell lines
harboring mutant EGFR (e.g., PC9), despite being ex-
tremely sensitive to erlotinib, display mesenchymal-like
features.

In conclusion, our data provide compelling evidence
indicating that resistance to molecular-targeted thera-
pies could arise not only as a consequence of genetic
and/or epigenetic changes within cancer cells, but also
through the activation of the tumor microenvironment.
Hence, the contribution of selective and adaptive mech-
anisms adds a new layer to the complexity of cancer
drug resistance and poses new challenges for the clinical
use of molecular targeted therapies. In particular, it
clearly indicates that, in the case of lung tumors driven
by mutant EGFR, treatment based only on the inhibi-
tion of EGFR will not be effective and suggests the in-
triguing possibility that adjunctive therapies designed
to either control inflammation and/or decrease the
bioavailability of IL-6 may provide effective means to
improve response to EGFR TKI treatment. Interest-
ingly, clinical trials combining Cox2 inhibitors (e.g.,
rofecoxib and celecoxib) and gefitinib/erlotinib have al-
ready shown encouraging results.

A Novel Splice Isoform of p53 Involved

in Tissue Damage Response Assists in the
Bypass of Senescence and the Acquisition
of the Metastatic Phenotype

Gene expression profile analysis of CD44"s"/CD24!"-
derived cells (H1650-M3) revealed a substantial de-
crease in expression of p53 compared to parental cells.
Interestingly, when we validated these data by reverse
transcriptase—polymerase chain reaction (RT-PCR)
analysis for p53 mRNA, we found a less-intense and
slower-migrating band in the CD44"&"/CD24'**-de-
rived cells compared to parental cells. We reasoned that
this band might represent an alternatively spliced tran-
script from the p53 gene. Indeed, sequence analysis in-
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dicated the existence in CD44"¢"/CD24""-derived cells
of a novel p53 alternative slice isoform that we refer to
as p53'Y. Interestingly, comparison of the p53 gene se-
quence across species pointed out that the intronic se-
quence surrounding the alternative acceptor site in
intron 6 is highly conserved.

The alternative splicing event observed in
CD44tie"/CD24""-derived cells results in a frameshift
placing a stop codon 19 amino acids downstream from
the splice junction and the generation of a protein that
is devoid of the oligomerization domain, the nuclear lo-
calization sequence (NLS) and part of the DNA-binding
domain. As a consequence, p53'¥ is mainly localized in
the cell cytoplasm and lacks transcriptional activity.

Yet, similatly to certain p53 mutants (i.e., R273H
and R280K), p53"¥ expression leads to an increased in-
vasion ability and decreased expression of E-cadherin.
Interestingly, subcutaneous transplantation of p53-null
cells (H1299) ectopically expressing either p53 wild
type or p53¥ also indicated that p53¥ also increases
the seeding capabilities of tumor cells.

Surprisingly, we noticed that the ectopic expression
of wild-type p53 in the CD44"¢"/CD24"" cells resulted
in cellular senescence. Interestingly this happens rather
rapidly when compared to oncogene-induced senescence
(5 days vs. 12 days in case of oncogene-induced senes-
cence) and was exclusive to the CD44"s"/CD24"" cells.

Because CD44"¢"/CD24"" cells express several genes
that have been shown to be sufficient to drive senes-
cence in a p53-dependent manner (e.g., IL6, IGFBP7,
SMARACA2, SMARACA4, SOCS1, and SPIN1), we
hypothesize that one function of this alternative splicing
event is to reduce p53 activity and by doing so to pre-
vent senescence.

One hallmark of senescent cells is the increased ex-
pression of certain secreted proteins—a phenomenon
known as senescence-associated secretory phenotype,
or SASP. While the overall physiological role of SASP
secretion by senescent cells is still not completely un-
derstood, it has been proposed that in some cases, these
proteins can induce epithelial cell proliferation and re-

sistance to apoptosis. Because the CD44"e"/CD24'v
cells also expressed many reported SASP components
such as MMP1, MMP3, MMP10, MICA, ULBP2,
PVR, and IL-6 that were found recently to be up-reg-
ulated in CD44"e"/CD24"*"-derived cells in activated
hepatic stellate cells upon injury, we reasoned that this
novel p53 alternative splicing could have a physiological
significance during tissue damage/repair. We found that
p53¥ is indeed expressed in activated stellate cells dur-
ing the early phase of injury/response, thus allowing
these cells to linger in a presenescent state and con-
tribute to tissue repair through the secretion of certain
SASP components. Eventually, as the damage response
progresses, the activated stellate cells will reexpress wild-
type p53, become senescent, and be cleared in the in-
jury/resolution phase as previously proposed.

Our experimental evidence thus indicates that
p53¥ has an important role in tissue-damage response
likely by preventing premature senescence of cells in-
volved in tissue remodeling and injury resolution.

In light of the functional and structural similarities be-
tween p53 mutants and p53'Y, it is tempting to speculate
that p53 gain-of-function mutants by functionally taking
off the p53'¥ splice isoform have highjacked a highly reg-
ulated and reversible physiological response occurring
during the tissue-damage response. This phenotypic
mimicry may then contribute to tumorigenesis by pre-
venting senescence, increasing cell-invasive capabilities,
and enhancing the expression of CD44. Fascinatingly,
tumors have been referred to as “wounds that never heal.”
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PROTEIN TYROSINE PHOSPHATASES AND THE CONTROL

OF SIGNAL TRANSDUCTION

N.K. Tonks G. Bencze G. Fang L. Li
B. Boivin A. Haque G. Lin
F. Chaudhary ~ N. Krishnan M. Ramesh
X. Cheng

The phosphorylation of tyrosyl residues in proteins is a key
component of the regulation of signaling pathways that
control many fundamental physiological processes, includ-
ing cell proliferation, differentiation, and survival. Protein
phosphorylation is a reversible, dynamic process in which
the net level of phosphate observed in a target substrate re-
flects the coordinated activity of the kinases that phosphor-
ylate it and the protein phosphatases that catalyze the
dephosphorylation reaction. We study the family of pro-
tein tyrosine phosphatases (PTPs), which, like the kinases,
comprise both transmembrane, receptor-linked forms and
nontransmembrane, cytoplasmic species and represent a
major family of signaling enzymes. Overall, the objective
of the lab is to develop tools for analysis of PTP regulation
and function and integrate them with state-of-the-art cell
and animal models, to define critical tyrosine phosphory-
lation-dependent signaling events in human disease and
thereby identify novel therapeutic targets. Currently, there
are four broad areas of research in the lab covering func-
tional analysis of members of the PTP family, regulation
of PTP function, in particular by reversible oxidation, de-
velopment of novel approaches to therapeutic intervention
in PTP function, and characterization of a knockout
mouse model to define the function of JSP1, a member of
the PTP family that is a novel regulator of mitogen-acti-
vated protein kinase (MAPK) signaling,

During the last year, two of our graduate students,
Guang Lin and Aftab Haque, successfully defended
their Ph.D.s. They are currently staying in the lab while
their papers are under review, but they will be moving
on to pursue postdoctoral opportunities in 2011.

Identification of PTPN23 as a Novel
Regulator of Cell Invasion in Mammary
Epithelial Cells from a Loss-of-Function
Screen of the “PTPome”

We had constructed a short hairpin RNA (shRNA) library,
which contains five shRNAs specifically designed to target

U. Schwertassek
M. Yang
X.C. Zhang

each of the PTPs and would allow us to interrogate the
function of these signaling enzymes by RNA interference
(RNAI). We conducted an RNAi-mediated loss-of-func-
tion screen to study systematically the role of the PTP su-
perfamily of enzymes in mammary epithelial cell motility,
in the absence or presence of the oncoprotein tyrosine ki-
nase ErbB2. Although shRNAs directed against most of
the PTP family members were without effect, consistent
with functional specificity within this family of signaling
enzymes, we identified PTPs that either promoted or in-
hibited motility. In particular, we have focused on three
PTPs that appear to be novel tumor suppressors in breast
cancer, and we are currently characterizing their mecha-
nism of action. Suppression of PRPN23, PTPRG, and
PTPRR enhanced cell motility. Furthermore, we found
that suppression of PTPN23, but not PTPRG or PTPRR,
induced cell invasion. Suppression of PTPN23 increased
E-cadherin internalization, impaired trafficking of E-cad-
herin from early endosomes, induced the expression of
mesenchymal proteins, and caused cell scattering. The ac-
tivity of B-catenin, a regulator of cell adhesion, and SRC,
a protein tyrosine kinase, were elevated when PTPN23 was
suppressed. Moreover, we identified E-cadherin, 3-catenin,
and SRC as direct substrates of PTPN23. Inhibition of
SRC with the small-molecule inhibitor SU6656 blocked
the effects of PTPN23 depletion. These findings suggest
that loss of PTPN23 may increase the activity of SRC and
the phosphorylation status of the E-cadherin/f-catenin cell
adhesion/signaling complex to promote tumor growth and
metastasis in breast cancer. Our studies suggest that inhi-
bition of SRC may offer a novel therapeutic approach to
treatment of tumors in which PTPN23 is lost and, fur-
thermore, illustrate how loss-of-function screens reveal new

roles for PTPs in mammary epithelial cell biology.

Identification and Characterization of a
Novel Inhibitor of PTP1B

To date, drug discovery efforts in signal transduction
have emphasized the protein kinases, in particular pro-
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tein tyrosine kinases. Recently, with the validation of
PTP1B as a major regulator of signaling by the insulin
and leptin receptors, this protein tyrosine phosphatase
became a highly prized target in the pharmaceutical in-
dustry for therapeutic intervention in diabetes and obe-
sity. In addition, the establishment of PTP1B as a critical
positive regulator of signaling downstream from the
HER?2 oncoprotein tyrosine kinase has identified it as a
candidate therapeutic target in breast cancer. Conse-
quently, there have been major programs in industry fo-
cused on developing small-molecule inhibitors of
PTP1B to address these important unmet medical
needs. Nevertheless, these efforts have been frustrated
by technical challenges arising from the chemical prop-
erties of the PTP-active site. The tendency of potent in-
hibitors to be highly charged presents problems with
respect to bioavailability. Consequently, new approaches
to inhibition of PTP1B, other than active-site-directed
small-molecule inhibitors, are required to reinvigorate
drug development efforts. We have characterized the
mechanism of action of a natural product, isolated from
shark liver, which we have shown to be an allosteric in-
hibitor of PTP1B and which is known to induce weight
loss, and increase insulin sensitivity, in diet-induced and
genetically obese animal models. In addition, we have
observed that this natural product inhibits cell migration
induced by HER2 in the MCF10A cell model of breast
cancer, in a similar manner to PTP1B-directed shRNA.
Through this analysis, we have identified a novel al-
losteric site in PTP1B outside the catalytic domain in
the regulatory carboxy-terminal segment of the protein.
This is important because it suggests a novel mechanism
of inhibition and supports the presence of an additional
binding site(s) for inhibitory small molecules within this
noncatalytic portion of PTP1B. These sites would have
been missed in the high-throughput screens that have
been conducted to date in industry, which have used a
truncated form of the enzyme comprising only the cat-
alytic domain. Currently, we are testing this inhibitor in
cell and animal models of breast cancer.

Isolation of Conformation-Sensor
Recombinant Antibodies to Study

Redox Regulation of PTP1B; Implications
for Development of Novel Therapeutics

PTPI1B is regulated by reactive oxygen species (ROS)
produced in response to a wide variety of stimuli, includ-
ing insulin. The reversibly oxidized form of this enzyme

is inhibited and undergoes profound conformational
changes at the active site. We hypothesized that a con-
formation-sensor antibody that recognizes the reversibly
oxidized form of PTP1B (PTP1B-OX) may stabilize the
inactive state and inhibit phosphatase activity. We iden-
tified a double point mutant (C215A/S216A or CASA)
in the active-site PTP motif, which adopts a stable con-
formation that is identical to the reversibly oxidized form
(Fig. 1). We have generated a phage display antibody li-
brary consisting of single-chain variable fragments (scFvs)
against this mutant PTP1B. To isolate PTP1B-OX-spe-
cific antibodies from the scFv library, we used a subtrac-
tive panning strategy. PTP1B-CASA was biotinylated at
the amino terminus in Escherichia coli overexpressing bi-
otin ligase and purified to homogeneity. This biotiny-
lated CASA mutant was mixed with the library under
reducing conditions in the presence of a 50-fold molar
excess of wild-type PTP1B, to eliminate the scFvs that
recognize the reduced conformation of the enzyme. The
PTP1B-CASA-scFv-phage complex was isolated and am-
plified through four rounds of panning to enrich the li-
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Figure 1. Expression of conformation-sensor scFv antibodies that
sequester the oxidized form of PTP1B leads to enhanced insulin
signaling. Insulin binding triggers autophosphorylation and activa-
tion of its receptor, which is a protein tyrosine kinase, and the phos-
phorylation of IRS1, its immediate substrate, which initiates the
signaling response. The effects of the kinase are counterbalanced
by PTPs, such as PTP1B. Activation of the insulin receptor induces
the production of hydrogen peroxide (ROS) by NADPH oxidases
(NOX), which leads to transient oxidation and inactivation of
PTP1B. This removes the inhibitory effect of PTP1B and potentiates
the signaling response. We have generated scFv antibodies that se-
quester PTP1B in its oxidized, inactive conformation and inhibit
reduction and restoration of phosphatase activity. By trapping
PTP1B in its inactive state, these antibodies enhance and sustain
the signaling response to insulin.



brary with pools of antibodies selective for the mutant
form of the enzyme. From the panned pools of scFvs, we
have short-listed candidate antibodies in an activity-
based “in-solution” screen, in which we tested the ability
of individual scFvs to stabilize the oxidized, inactive form
of PTP1B in enzymatic assays in vitro. These candidate
scFvs displayed significant inhibition of the reactivation
of PTP1B-OX by reducing agent, but they did not exert
any direct inhibitory effect on activity of the reduced,
wild-type enzyme. Selected scFvs were characterized fur-
ther and shown to bind to the reversibly oxidized con-
formation of PTP1B, but not to PTP1B in its reduced
active state, both in vitro and when expressed in 293T
cells as intracellular antibodies or “intrabodies.” Expres-
sion of the intrabody had no impact on the basal level of
tyrosyl phosphorylation of either the B-subunit of the in-
sulin receptor or its substrate IRS-1, but it enhanced and
extended the time course of insulin-induced phosphory-
lation. Intrabody expression also caused significant en-
hancement of signaling downstream from the insulin
receptor, as revealed by increased phosphorylation of
PKB/AKT in insulin-stimulated cells. These effects on
signaling were diminished when we ectopically coex-
pressed catalase to quench cellular H,O,. Our data sug-
gest that conformation-sensor scFvs can be used as
potential inhibitors of PTP1B by stabilizing the tran-
siently inactivated form that is generated following lig-
and-induced production of ROS. Reversible oxidation
of PTP1B results in a conformation in which the prob-
lematic chemical properties of the active site of the re-
duced enzyme are circumvented and new binding
surfaces are presented. Therefore, if it is possible to sta-
bilize the oxidized, inactive form of PTP1B with an ap-
propriate therapeutic molecule that mimics the effects of
these antibodies, then this strategy may provide a new
approach for PTP-directed drug development that cir-
cumvents the difficulties that are encountered when tar-
geting the highly charged PTP-active site.

Hydrogen Sulfide Signals through
Sulfhydration of PTP1B

Hydrogen sulfide (H,S), a colorless gas with the odor of
rotten eggs, has been considered a toxic molecule; how-
ever, with the burgeoning interest in gasotransmitter
function, it has recently been implicated in the regula-
tion of several biological processes. H,S is generated in
a number of different mammalian tissues as a by-prod-
uct of the transulfuration pathway in which dietary me-
thionine is converted to cysteine. In order to understand
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the physiological function of H,S, and its potential role
in signaling, it is essential to identify its cellular targets.
PTPs have been established as regulators of a wide vari-
ety of signal transduction pathways that underlie fun-
damentally important aspects of cell physiology. The
mechanism of PTP catalysis utilizes an essential, reactive
Cys residue, which is characterized by a low pKa and is
susceptible to oxidation. We tested whether H,S may
also target the catalytic Cys residue to regulate PTP
function. We focused on PTP1B, the founding member
of this enzyme family. We observed that PTP1B was in-
activated by H_S in vitro; the reaction was reversible, as
phosphatase activity was fully recovered with reducing
agent. Of particular interest was the observation that
H,S-inactivated PTP1B was reactivated 60-fold faster
using thioredoxin (Trx) than with dithiothreitol (DTT)
and glutathione (GSH). This contrasted with oxidized
PTP1B, which was reactivated to a similar (slower) rate
by Trx and DTT. One potential explanation for this
strong preference was provided by analysis of H S-inac-
tivated PTP1B by mass spectrometry, which revealed a
persulfide modification of the active-site Cys.

To understand the relevance of this modification to
the control of cell signaling, we used RNAI to suppress
the critical enzyme in H,S production, cystathionine-
Y-lyase (CSE), in 293T cells. As it has been demon-
strated that H,S accumulation can lead to endoplasmic
reticulum (ER) stress, we tested whether PTP1B was
modified during ER stress that was induced by treat-
ment with tunicamycin. PTP1B was immunoprecipi-
tated following ER stress from both control and CSE
knockdown cells, and the modification status of the ac-
tive-site Cys residue was monitored by mass spectrom-
etry. We observed sulfhydration of the active-site Cys
in control cells, which was attenuated in CSE-deficient
cells. To examine further the significance of this modi-
fication, we searched for potential substrates of PTP1B
in the ER stress response. The phosphorylation of Y615
in PERK (protein-kinase-like endoplasmic reticulum ki-
nase) has a critical role in its activation; it then phos-
phorylates the eukaryotic translational initiation factor
2 (elF20), leading to translational attenuation. Our
data suggest that PTP1B dephosphorylated Y615 in
PERK and that this event was regulated by H,S pro-
duction in ER stress. We propose that H,S inhibits
PTPI1B in the context of ER stress, thereby increasing
PERK activity and in turn decreasing the rate of protein
translation so as to reduce the accumulation of un-
folded proteins. The susceptibility of PTPs to sulfhy-
dration may also represent a mechanism to prevent
permanent inactivation of the enzymes by oxidative
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stress. These data suggest the possibility that different
modes of reduction and reactivation of PTPs in re-
sponse to distinct gasotransmitters may introduce new
levels of control over signal transduction.

Myristoylation of the Dual-Specificity
Phosphatase JSP1 Is Necessary

for its Activation of JNK Signaling

and Apoptosis

Activation of the c-JUN amino-terminal kinase (JNK)
pathway is implicated in a number of important phys-
iological processes, from embryonic morphogenesis to
cell survival and apoptosis. JNK stimulatory phos-
phatase 1 (JSP1) is a member of the dual-specificity
phosphatase subfamily of PTPs. In contrast to other
dual-specificity phosphatases, which catalyze inactiva-
tion of mitogen-activated protein kinases, expression of
JSP1 activates JNK-mediated signaling. JSP1 (and its
relative DUSP15) are unique among members of the
PTP family in that they contain a potential myristoy-
lation site at the amino terminus (MGNGMXK). We
investigated whether JSP1 was myristoylated and ex-
amined the functional consequences of myristoylation.
Using mass spectrometry, we showed that wild-type
JSP1, but not a JSP1 mutant in which glycine 2 was
mutated to alanine (JSP1-G2A), was myristoylated in
cells. Abrogation of myristoylation did not impair the
intrinsic phosphatase activity of JSP1, but it changed
the subcellular localization of the enzyme. Compared
to wild type, the ability of nonmyristoylated JSP1 to
induce JNK activation and phosphorylation of the tran-
scription factor ¢-JUN was attenuated. Upon expres-
sion of wild-type JSP1, a subpopulation of cells with
highest levels of the phosphatase was induced to float
off the dish and undergo apoptosis; in contrast, cells ex-
pressing similar levels of JSP1-G2A remained attached.
These observations highlight the importance myristoy-
lation for JSP1 function.

Pseudophosphatases as Regulators
of Cell Signaling

Throughout the PTP family are examples of pseudo-
phosphatases, which adopt a PTP-like three-dimensional
fold, but for which enzymatic activity is dispensable for
their signaling function. The prototypic member, STYX,

interacts with the testicular RNA-binding protein
CRHSP-24 and plays an undefined role in spermato-
genesis. For many transmembrane receptor-like PTDs,
the intracellular segment comprises two PTP-like do-
mains that cluster in separate clades upon sequence
analysis, suggesting conserved, but distinct, functions.
The membrane-proximal, D1 domains are catalytically
active, whereas the membrane-distal, D2 domains are
pseudophosphatases. Various roles have been postulated
for these D2 domains, from redox sensors to chaperones.
Pseudophosphatases are most prevalent among the my-
otubularins (MTMs), which regulate the phosphoryla-
tion status of phosphatidylinositol phospholipids. Of the
14 MTM genes in humans, six encode pseudophos-
phatases that form complexes with the active enzymes
to regulate both catalytic function and subcellular loca-
tion. Roles for pseudophosphatases as phospho-amino-
acid-binding proteins have now also been demonstrated.

MK-STYX is a pseudophosphatase member of the
dual-specificity phosphatase subfamily of the PTPDs. It is
catalytically inactive due to the absence of two amino
acids from the signature motif that are essential for phos-
phatase activity. The nucleophilic Cys residue and the
adjacent His, which are conserved in all active dual-
specificity phosphatases, are replaced by Ser and Phe, re-
spectively, in MK-STYX. When we generated mutations
to introduce His and Cys residues into the active site of
MK-STYX, we produced an active phosphatase. Ras-
GTPase-activating protein SH3 domain-binding pro-
tein 1 (G3BP1), a regulator of RAS signaling, has been
identified as a binding partner of MK-STYX. We ob-
served that G3BP1 bound to native MK-STYX; how-
ever, binding to the mutant, catalytically active form of
MK-STYX was dramatically reduced. G3BP1 is also an
RNA-binding protein with endoribonuclease activity
that is recruited to “stress granules” (SGs) after stress
stimuli and can induce formation of SGs itself following
overexpression. Stress granules are large subcellular struc-
tures that serve as sites of mRNA sorting in which un-
translated mRNAs accumulate. We observed that
expression of MK-STYX inhibited G3BP-induced stress
granule formation; however, the catalytically active mu-
tant MK-STYX was impaired in its ability to inhibit
G3BP-induced stress granule assembly. These data reveal
a novel facet of the function of a member of the PTP
family, illustrating a role for MK-STYX in regulating
the ability of G3BP1 to integrate changes in growth fac-
tor stimulation and environmental stress with the regu-
lation of protein synthesis.
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EMERGING PRINCIPLES OF TUMOR SUPPRESSION

M. Chen D. Nowak
H. Cho C. Pratt
A. Naguib M. Zeeman

L. Trotman

PTENis a tumor suppressor that is among the most fre-
quently lost or mutated genes of human cancer. It is
unique in directly opposing the enzymatic activity of
phosphoinositol 3-kinase (PI3-K) and the downstream
proto-oncogene Akt kinase, which promotes cell survival
and proliferation. This signaling pathway is deregulated
in a majority of, for example, breast, prostate, and brain
tumors. By modeling Pren loss in mice, we have discov-
ered how cells in the prostate can sense the complete loss
of Pten and respond to this insult by withdrawing into
cellular senescence, which is now recognized as a cell-in-
trinsic human antitumoral defense mechanism. This
finding defines a clear role for the p53 gene. It is essential
for preventing lethal prostate cancer by mounting the
senescence response after Pren loss, but does not initiate
tumor growth when lost on its own. Moreover, the dis-
covery of the senescence response suggests that tumors
should favor retention of some PTEN. Indeed, many
human cancers present with either partial loss of the
PTEN gene or with partial functional impairment. Col-
lectively, these findings have defined P7EN as a haploin-
sufficient tumor suppressor in several tissues and thus
emphasize the need for understanding its regulation.

The emergence of patient genome data is now en-
abling us to probe for genome-wide changes that are
consistent with the progression features identified in
mouse. Conversely, we also probe the mouse tumor
genome for spontaneous changes that drive tumorigen-
esis downstream from their engineered genetic changes.
This two-pronged approach is allowing us to move
from identification and validation of new cancer genes
to connecting the dots by uncovering the principles that
underlie P7EN-mutant cancer progression.

Nuclear versus Cytoplasmic Akt
Activity in Cancer

M. Chen, D. Nowak, C. Pratt, M. Zeeman [in collaboration
with A. Newton, University of San Diego, California;

B. Carver, C. Sawyers, Memorial Sloan-Kettering

Cancer Center, New York]

Through our previous studies, we have learned that not
only quantitative, but also qualitative regulation of Akt
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kinase controls Pten mutant tumorigenesis and its pro-
gression via a senescence defeat or senescence bypass
pathway. The qualitative change in active Akt kinase lo-
calization from plasma membrane to the nucleus is a
direct consequence of loss of promelocytic leukemia
(PML) nuclear bodies (NBs). We could show that in
mice, PML achieves pAkt inactivation through its abil-
ity to recruit both Akt and its phosphatase PP2a into
these bodies, resulting in specifically nuclear Akt inac-
tivation. These findings demonstrated the importance
of coordinated Akt 7nactivation and revealed that this
process is efficiently achieved through the phosphatase
Pp2a. Furthermore, it highlighted how deregulating
cellular partitioning of Akt activity via control of phos-
phatases could bypass the senescence response.
Recently, a second direct phosphatase of Akt, named
PHLPP, has been identified. PHLPP joins PTEN and
PP2a phosphatases with the potential of regulating tu-
morigenesis. In contrast to the qualitative changes men-
tioned above, PHLPP controls the amplitude of Akt
activation, similar to PTEN. By studying mice that are
mutant for Phlpp or Phlpp and Pten, we have been able
to define Phlpp as a tumor suppressor in prostate. It an-
tagonizes Akt activation at the plasma membrane, and
this function is crucial in preventing prostate cancer after
partial loss of Pren. Intriguingly, combined loss of Pren
and Phlpp triggers the above-mentioned p53 response,
and we find that tumors need to abolish p53 to form.
Thus, we find that the cooperating phosphatases direct
Akt activity and localization with entirely differential
outcomes with respect to p53 activation. We validate
these observations in human prostate cancer progression.

Nuclear PTEN and Cancer

A. Naguib, H. Cho, M. Zeeman, C. Pratt [in collaboration
with B. Carver, W. Gerald, C. Sawyers, Memorial
Sloan-Kettering Cancer Center, New York]

Despite its plasma membrane function, PTEN has been
consistently observed in cell nuclei, but the mechanism
and relevance of this localization have remained unclear.
We have recently resolved this paradox by demonstrat-
ing that contrary to polyubiquitination, nuclear PTEN



import depends on its monoubiquitination and that
mutation of the main PTEN ubiquitination site abol-
ishes import in vitro and in patients, giving rise to in-
heritable Cowden’s Disease because of low cytoplasmic
PTEN stability. But most notably, this mutant retains
catalytic activity, demonstrating that PTEN nuclear im-
port is essential for tumor suppression. These findings
exemplify an elemental insight into cancer biology by
demonstrating how the collaboration of a genetic lesion
(the inherited mutation) with a posttranslational cellular
response (enhanced degradation) cooperates in tumori-
genesis. Through this analysis, we have furthermore un-
raveled a link between two critical means of PTEN
regulation, namely, stability and nucleocytoplasmic
shuttling. We are currently investigating the mediators
of both processes in vitro by using RNA interference
(RNAI) approaches and in vivo through gene targeting

in mouse.

Regulation of PTEN Activity in Prostate
Cancer Initiation and Treatment

H. Cho, M. Zeeman [in collaboration with C. Miething and
P. Premsrirut, S. Lowe Lab, Cold Spring Harbor Laboratory]

On the basis of our previously published work, the ac-
tual Pten protein levels inside prostatic epithelia decide
over benign or malignant tumor formation (Trotman
etal., PLoS Biol 3: 385 [2003]), whereas complete Pren
loss was shown to prevent tumorigenesis through the
p53-dependent senescence response until p53 mutation
paves the way for full-blown cancer. Accordingly,
prostates of mice harboring partial Pren loss sponta-
neously degrade Pten to allow formation of prostate
cancer. Yet, importantly, these lesions do not go on to
completely lose Pten at the gene or protein level, a com-
pelling illustration of their ability to maximize prolif-
eration while avoiding the senescence response caused
by complete Pren loss. Our analysis of human prostate
cancer specimens also confirms frequent retention of
clearly reduced PTEN levels. Therefore, by using mouse
models with partial Pten loss, we found that sponta-
neous and subtle further reduction of Pten levels trig-
gers activation of the downstream oncogenic kinase
Ak, illustrating that a threshold must be crossed for
initiation of cancer.

It is important to note that such spontaneous down-
regulation of Pten is never observed in prostates of wild-
type animals, sometimes observed in Pten*’~ prostates
(30% of mice), and is always occurring in Pren™"-
mals (mice with one-fourth of normal Pten levels).

ani-
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These observations strongly suggest that lower Pten lev-
els increase the probability of its spontaneous reduction
below the Akt-activating and tumor promoting thresh-
old. Thus, they demonstrate the importance of stable
Pten levels in a tissue even after Pren has received a ge-
netic hit. Because this finding should form the basis of
a therapeutic approach, we set out to test the therapeu-
tic effect of Pten up-regulation in prostate. An impor-
tant open question behind this approach is that
restoration of PTEN might not just antagonize tumor
growth, but also revert tcumor growth, analogous to the
concept of oncogene addiction, even after cells have suf-
fered spontaneous cooperating lesions.

In collaboration with the lab of Dr. Lowe, we have
established several mouse models that allow for RNAi-
mediated reversible knockdown of Pren in prostate.
These models now enable us to systematically test if and
how established tumors respond to restoration of Pren.
Thus, they serve as a genetic model for PI3-K-inhibitor
therapy. We will also test how Pren restoration treatment
depends on context through genetic alterations, includ-
ing loss of Phlpp, Pml, and other cooperating tumor
suppressors that we have identified. Through this ap-
proach, we have knocked down Pten levels in mouse
prostate until tumors have formed with features that are
highly similar to those of the traditional knockout mod-
els. We are now following up the effects of Pten restora-
tion using magnetic resonance imaging (MRI) methods.
Of the 250,000 American men diagnosed with prostate
cancer each year, roughly half will present with partial
PTEN loss in their lesions, and thus, we expect our re-
sults to be of great importance in establishing the ge-
netic framework for successful treatment of prostate
cancer through PTEN stabilization or PI3-K pathway

inhibition.
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RAS AND RHO GTPAses AND THE CONTROL

OF SIGNAL TRANSDUCTION
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Research in my laboratory focuses on signal transduc-
tion pathways involving Ras and Rho GTPases. Ras
and Rho family members have key roles in cellular ac-
tivities controlling cell growth control, differentiation,
and morphogenesis. Alterations in Ras and Rho func-
tions have been shown to result in several disease
processes, including cancer and neurodevelopmental
disorders. Our ultimate goal is to understand how aber-
rations in Ras and Rho signaling components con-
tribute to the development of these disease processes.
Toward this end, my lab has continued to define the
functions of selected GTPases, their regulators, and ef-
fectors in models of cancer and neurodevelopmental
disorders. Below are highlighted the main projects that
have been carried out during the past year.

Role for Rho-Linked Mental Retardation
Protein Oligophrenin-1 at the
Hippocampal CA3-CA1 Synapse

Mutations in genes encoding regulators and effectors
of Rho GTPases have been found to underlie various
forms of mental retardation (MR). Oligophrenin-1
(OPHNI), which encodes a Rho-GTPase activating
protein, was the first identified Rho-linked mental re-
tardation gene. It was initially identified by the analysis
of a balanced translocation t(X;12) observed in a female
patient with mild mental retardation. Subsequent stud-
ies have revealed the presence of OPHNI mutations in
families with mental retardation associated with cere-
bellar hypoplasia and lateral ventricle enlargement. All
OPHNI mutations identified to date have been shown,
or predicted, to result in OPHNI loss of function; how-
ever, the pathophysiological role of OPHNI has re-
mained poorly understood.

We found that the OPHNI protein is highly ex-
pressed in the brain throughout development, where it
is found in neurons of all major regions, including hip-
pocampus and cortex, and is present pre- and postsy-
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naptically. We have begun to unveil the function of
OPHNI1 both at the pre- and postsynaptic site of the
hippocampal CA3-CA1 synapse. By temporally and
spatially manipulating OPHNI gene expression, we ob-
tained evidence that postsynaptic OPHNI1 through its
Rho-GAP activity has a key role in the activity-depen-
dent maturation and plasticity of excitatory synapses by
controlling their structural and functional stability. In
particular, OPHNI is recruited or stabilized in den-
dritic spines by spontaneous activity through the acti-
vation of N-methyl-D-aspartate receptors (NMDARs).
In turn, OPHNTI signaling regulates activity-dependent
AMPAR synaptic incorporation and stabilization, as
well as maintenance of spine structure, thereby permit-
ting synaptic maturation and plasticity. Consequently,
decreased or defective OPHNI signaling prevents glu-
tamatergic synapse maturation and causes loss of synap-
tic structure, function, and plasticity. These data
indicate that normal activity-driven glutamatergic
synapse development is impaired by perturbation of
postsynaptic OPHNI function. More recently, we have
obtained evidence that postsynaptic OPHNI1 also has
a critical role in mediating mGluR-dependent long-
term depression (LTD), a form of plasticity relying on
rapid local protein synthesis, in CA1 hippocampal neu-
rons. This function of OPHNT can be dissociated from
its effects on activity-dependent maturation and
strengthening of synapses. Together, these findings
point to a multifunctional role for postsynaptic
OPHNI at CA1 synapses. Independent of its role in
activity-driven glutamatergic synapse development,
OPHNI1 could operate to weaken synapses in response
to behaviorally relevant stimuli, providing an intriguing
potential explanation for some of the behavioral deficits
exhibited by OPHNI patients.

With regard to OPHNI1 presynaptic function, we
found that OPHNI1 is important for efficient retrieval
of synaptic vesicles (SVs). The rate of endocytosis was
significantly reduced in hippocampal neurons in which
OPHNI1 was silenced by RNA interference. In addi-



tion, presynaptic OPHNT1 knockdown impaired the ef-
ficacy of synaptic transmission under high-frequency
stimulation, indicating that presynaptic OPHN1 is im-
portant for maintaining synaptic efficacy during repet-
itive firing at hippocampal synapses. Insight into the
mechanism by which OPHNI1 controls SV retrieval
came from our findings that OPHNI1 forms a complex
with endophilin A1, a protein implicated in membrane
curvature generation during SV endocytosis. Impor-
tantly, OPHNI mutants defective in endophilin Al
binding, or with impaired Rho-GAP activity, failed to
substitute for wild-type OPHNI, indicating that
OPHNT’s interactions with endophilin Al and Rho
are important for its function in SV endocytosis. These
findings also suggest that defects in efficient SV retrieval
may contribute to the pathogenesis of OPHNI-linked

cognitive impairment.

The Rac Activator DOCK7 Has
an Important Role in Early Steps
of Neuronal Development

DOCKT7 is a member of the evolutionarily conserved
DOCK180-related protein superfamily, which we iden-
tified as a novel activator of Rac GTPases. We found
that DOCKY is highly expressed in major regions of
the brain during early stages of development and, im-
portantly, that the protein is asymmetrically distributed
in unpolarized hippocampal neurons and becomes se-
lectively expressed in the axon. We then obtained evi-
dence that DOCKY has a critical role in the early steps
of axon formation in cultured hippocampal neurons.
Knockdown of DOCK?7 expression prevents axon for-
mation, whereas overexpression induces the formation
of multiple axons. We further demonstrated that
DOCKY7 and Rac activation leads to phosphorylation
and inactivation of the microtubule destabilizing-pro-
tein stathmin/Op18 in the nascent axon and that this
event is important for axon development. Thus, our
findings unveiled a novel pathway linking the Rac ac-
tivator DOCKY to a microtubule regulatory protein
and highlight the contribution of microtubule dynam-
ics to axon development.

More recently, we began to assess the role of
DOCKY in the development of cortical neurons in
vivo. To this end, we implemented the in utero electro-
poration method that enables highly efficient introduc-
tion of vectors coexpressing proteins or short hairpin
RNAs (shRNAs) of interest with a fluorescent protein
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marker into ventricular zone (VZ) cells in embryonic
cerebral cortices. We found that either reducing or in-
creasing DOCKY7 expression levels in progenitor cells
in the embryonic cerebral cortex impairs normal mi-
gration of cortical cells, indicating that appropriate lev-
els of DOCKY are critical for this event. Interestingly,
we also obtained evidence for a key role of DOCK7 in
the genesis of neurons. In particular, we observed that
DOCK? knockdown in the VZ progenitors increases
the number of proliferating S-phase cells and maintains
the cells as cycling progenitors, thereby attenuating dif-
ferentiation of daughter cells into neurons. On the
other hand, ectopic expression of DOCK?7 decreases
the number of progenitors, promotes cell cycle exit, and
increases the number of neurons. Thus, these findings
reveal that DOCKY function is required for cortical
neurogenesis. We are currently unraveling the cellular
and molecular mechanisms by which DOCK?7 exerts
its effects on the genesis and migration of cortical neu-
rons, processes that have been associated with numer-
ous neurodevelopmental disorders.

Role of Rap1 Signaling in
Morphogenetic Processes

The Rap1 protein, a member of the Ras family, was ini-
tially identified as an antagonist of oncogenic Ras pro-
teins; however, more recent studies indicate that the
function of Rap1 is largely Ras-independent. Rap1 has
been assigned critical functions in the morphogenesis
of epithelial tissues, and recent studies suggest that dys-
regulated Rap1 signaling may be intrinsic to malignant
processes. However, how Rap1 controls epithelial mor-
phogenesis in vivo has remained largely elusive. We
have identified a signaling module that contains PDZ-
GEE, a Rap1-specific exchange factor, Rapl itself, and
the adaptor protein AF-6. By investigating develop-
mental events in Drosophila as a genetically tractable
model system, we demonstrated that PDZ-GEF, Rapl,
and Canoe, the Drosophila AF-6 ortholog, function in
a linear pathway that governs epithelial migration and
gastrulation events in the embryo as well as cell shape
in expanding imaginal discs, the precursors to diverse
adult structures. We found that the activity of this path-
way in part impinges on myosin II as a motor protein
that modulates cell shape in epithelial morphogenetic
processes.

More recently, we have uncovered an additional role
for Canoe/AF-6 as a Rap1 effector in mitotically active
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epithelia, such as imaginal discs. Our experiments show
that AF-6/Canoe is key to a mechanism that reconsti-
tutes E-cadherin-based adherens junctions at the apical
membrane between sister cells late in cytokinesis. A fail-
ure in this process causes cells to lose cohesion and mis-
sort during tissue morphogenesis. By conducting
further genetic analysis, we found that AF-6/Canoe in
this context acts on its interacting protein Echinoid, a
Drosophila homolog of the Nectin family of IgG adhe-
sion proteins. Echinoid expands the apical adherens
junctional belt to its normal circumferential size down-
stream from AF-6/Canoe. Surprisingly, our functional
dissection also suggests that an independent function
of Echinoid acts in parallel to AF-6/Canoe in the gen-
eral maintenance of adherens junctions. Together, these
results suggest a more complex relationship between the
Nectin and AF-6/Afadin proteins in the regulation of
the mammalian adherens junctions than anticipated so
far. Our observations thus provide insights into a novel
molecular framework that perpetuates adherens junc-
tional continuity in mitotically active epithelia.

Oncogenic Tyrosine Kinases Target
Dok-1 for Ubiquitin-Mediated
Proteasomal Degradation to
Promote Cell Transformation

Dok-1 (also called p62¢°~) was initially identified as a ty-
rosine phosporylated 62-kD protein associated with
Ras-GAP in Ph* chronic myeloid leukemia blasts and in
v-Abl-transformed B cells. This protein was termed Dok
(downstream of kinases) because it was also found to be
a common substrate of many receptor and cytoplasmic
tyrosine kinases. Subsequently, six additional Dok family
members have been identified, Dok-1 to Dok-7. Among
them, Dok-1 and Dok-2 share the ability to bind to a
negative regulator of Ras, Ras-GAP. We described pre-
viously that Dok-1 attenuates growth-factor-induced
cell proliferation and that Dok-1 inactivation in mice
causes a significant shortening of the latency of the fatal
myeloproliferative disease induced by p210°<!, suggest-
ing that it possesses tumor suppressive activity in the
context of myeloid leukemia. In support of this, we
found in collaboration with Dr. Pandolfi’s group that
mice lacking both Dok-1 and Dok-2 spontaneously de-
velop a chronic myelogenous leukemia (CML)-like

myeloproliferative disease. Furthermore, more recent
studies have shown that mice with combined Dok-1,
Dok-2, and Dok-3 knockouts also develop lung adeno-
carcinoma with penetrance and latency dependent on
the number of lost Dok family members.

These studies thus indicate that the Dok-1 to
Dok-3 proteins possess tumor suppressive activities
and that their inactivation can contribute to
disease/tumor progression associated with deregu-
lated protein kinase signaling, as, for example, in the
case of p210°r**-driven CML-like disease in mice.
To date, however, very little is known about the reg-
ulation of Dok proteins by oncogenic tyrosine kinases
(OTKs). We have focused on Dok-1 and mechanisms
of its regulation by p210**! and other OTKs. We
found that OTKs, including p210**' and oncogenic
forms of Src, down-regulate Dok-1 by targeting it for
degradation through the ubiquitin-proteasome path-
way. This process is dependent on the tyrosine kinase
activity of the oncoproteins and is mediated primarily
by lysine-dependent polyubiquitination of Dok-1. Im-
portantly, restoration of Dok-1 levels strongly sup-
presses transformation of cells expressing OTKs, and
this suppression is more pronounced in the context
of a Dok-1 mutant that is largely refractory to OTK-
induced degradation. Together, our findings indicate
that proteasome-mediated down-regulation of Dok-1
is a key mechanism by which OTKs overcome the in-
hibitory effect of Dok-1 on cellular transformation and
tumor progression.
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CSHL neuroscientists focus on understanding how neural activity and neural circuitry underlie be-
havior and how disruptions in these circuits lead to neurological and neuropsychiatric disorders
such as Alzheimer's disease, autism, schizophrenia, and depression. These questions are addressed
in two model systems—rodents and Drosophila—using molecular, cellular, genetic, developmental,
theoretical, physiological, and behavioral approaches. Neuroscience research at CSHL is highly col-
laborative and can be divided into three broad themes: sensory processing, cognition, and cognitive
disorders. In addition, there is an effort to develop new anatomical methods to improve our under-
standing of brain circuits, connectivity, and function.

The study of decision-making provides a window on the family of brain functions that comprise
cognition. It intervenes between perception and action and can link one to the other. Although
much is known about sensory processing and motor control, much less is known about the circuitry
connecting them. Anne Churchland’s lab investigates the neural machinery underlying decision-
making. They use carefully designed paradigms that encourage experimental subjects, both rodents
and humans, to deliberate over incoming sensory evidence before making a decision. To connect
this behavior to its underlying neural circuitry, they measure electrophysiological responses of cortical
neurons in rodents as they perform designated tasks. The lab’s current focus is on parietal cortex,
which appears to be at the midpoint between sensory processing and motor planning. Churchland
and colleagues also use theoretical models of varying complexity to further constrain how observed
neural responses might drive behavior. This approach generates insights into sensory processing,
motor planning, and complex cognitive function.

Because biological mechanisms of memory are highly conserved through evolution, many features
of human memory are observed in simpler organisms such as fruit flies. Joshua Dubnau and col-
leagues identify genes that are important for memory and conserved across phyla, many of which
are likely to be relevant to human memory. They recently discovered genes involved in controlling
when and where specific proteins are synthesized within a neuron. These genes likely regulate neu-
ronal communication during learning. Efforts in the Dubnau lab are focused on a genome-wide
understanding of this neuronal control of protein synthesis. The lab also seeks to discover how the
neural circuitry of the fly brain works. They have recently shown that short- and long-term memories
form in different sets of neurons: One circuit provides a memory that decays quickly and the other
a memory that forms slowly but persists. Both types of traces, the team discovered, depend on the
activity of a gene called rutabaga. Dubnau’s team also explores how groups of genes interact to form
memories, an approach designed to shed light on complex gene networks whose dysfunction likely
underlies human cognitive disorders.

Grigori Enikolopov and colleagues study stem cells in the adult brain. They have generated several
models to account for how stem cells give rise to progenitors and, ultimately, to neurons and are
using these models to determine the targets of antidepressant therapies, identify signaling pathways
that control generation of new neurons, and search for neuronal and neuroendocrine circuits in-
volved in mood regulation. Recent experiments have suggested to the team a new model of how
stem cells are regulated in the adult brain, with a focus on stem cells’ decision on whether to di-
vide—and embark on a path of differentiation—or remain quiescent. This model explains why the
number of new neurons decreases with advancing age and may lead to impairments in memory and
depressed mood. This year, Enikolopov and colleagues, as a part of a team of researchers, located
the precise source of hematopoietic stem cell (HSC) maintenance and regulation within the bone
marrow: signals emanating from another stem cell population, mesenchymal stem cells (MSCs),
that create a supportive niche for the HSCs. This year, the team also identified the elusive target of
deep brain stimulation (DBS), a type of precursor cell that matures into adult hippocampal neurons.
Enikolopov’s group is also part of a team that identified and validated the first biomarker that per-
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mits neuronal progenitor cells to be tracked, noninvasively, in the brains of humans and animals.
The lab is now using these discoveries to reveal how neurogenesis is related to the course of discases
such as depression, bipolar disorder, and Parkinson’s.

Hiro Furukawa’s lab is studying neurotransmission at the molecular level. They focus on the struc-
ture and function of NMDA (/N-methyl-D-aspartate) receptors, ion channels that are expressed in
excitatory neurons. Dysfunctional NMDA receptors cause neurological disorders and diseases in-
cluding Alzheimer’s disease, Parkinson’s disease, schizophrenia, depression, and stroke-related is-
chemic injuries. NMDA receptors are very large molecules whose three-dimensional atomic structure
Furukawa’s group has undertaken to solve by dividing it into several domains. They seek to under-
stand the pharmacological specificity of neurotransmitter ligands and allosteric modulators in different
subtypes of NMDA receptors at the molecular level. Toward this end, they use cutting-edge tech-
niques in X-ray crystallography to obtain crystal structures of NMDA receptor domains and validate
structure-based functional hypotheses by a combination of biophysical techniques including electro-
physiology, fluorescent analysis, isothermal titration calorimetry, and analytical centrifugation. The
crystal structure of NMDA receptors will serve as a blueprint for creating and improving the design
of therapeutic compounds with minimal side effects for treating neurological disorders and diseases.

To better understand neuronal circuits, Josh Huang and colleagues have developed novel means
of visualizing the structure and connectivity of different cell types at high resolution in living animals
and of manipulating the function of specific cell types with remarkable precision. Huang is partic-
ularly interested in circuits that use GABA (y-amino-7-butyric acid), the brain’s primary inhibitory
neurotransmitter. The lab’s work has direct implications in neurological and psychiatric illness such
as autism and schizophrenia, which involves altered development and function of GABAergic cir-
cuits. This year, their work shed new light on synapse validation, which is at the heart of the process
by which neural circuits self-assemble and is directly implicated in neurodevelopmental pathologies.
Huang’s team looked closely at neurexins, proteins that interact with neuroligins to form the “zipper”
that holds synapses together. They discovered that o and 3 neurexins respond in different ways to
neural activity—the o molecules search out compatible connection partners and the 3 molecules
secure preliminary connections that prove to be strong. This adds to past studies in the lab on the
underlying framework of molecular guides called glial cells that nudge nerve fibers to grow in the
right direction and make the right contacts. Huang’s lab has also made good progress in studying
perturbations in the developing GABAergic system in a mouse model of Rhett’s syndrome, one of
the autism spectrum disorders.

Adam Kepecs and colleagues are interested in identifying the neurobiological principles under-
lying cognition and decision-making. They use a reductionist approach, distilling behavioral ques-
tions to quantitative behavioral tasks for rats and mice that enable the monitoring and manipulation
of neural circuits supporting behavior. Using state-of-the-art electrophysiological techniques, they
first seek to establish the neural correlates of behavior and then use molecular and optogenetic ma-
nipulations to systematically dissect the underlying neural circuits. Given the complexity of animal
behavior and the dynamics of neural networks that produce it, their studies require quantitative
analysis and make regular use of computational models. The team also has begun to incorporate
human psychophysics to validate their behavioral observations in rodents by linking them with anal-
ogous behaviors in human subjects. Currently, the team’s research encompasses the study of (1) the
role of uncertainty in decision-making, (2) the division of labor among cell types in prefrontal
cortex, (3) how the cholinergic system supports learning and attention, and (4) social decisions that
rely on stereotyped circuits. A unifying theme is the use of precisely timed cell-type- and pathway-
specific perturbations to effect gain and loss of function for specific behavioral abilities. Through
such manipulations of genetically and anatomically defined neuronal elements, the team hopes to
identify fundamental principles of neural circuit function that will be useful for developing therapies
for diseases such as schizophrenia, Alzheimer’s, and autism spectrum disorder.

Alexei Koulakov and colleagues are trying to figure out the mathematical rules by which the
brain assembles itself, with particular focus on the formation of sensory circuits such as those in-
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volved in visual perception and olfaction. The visual system of the mouse was chosen for study in
part because its components, in neuroanatomical terms, are well understood. What is not known
is how projections are generated that lead from the eye through the thalamus and into the visual
cortex, how an individual’s experience influences the configuration of the network, and what pa-
rameters for the process are set by genetic factors. Even less is known about the assembly of the
neural net within the mouse olfactory system, which, in the end, enables the individual to distinguish
one smell from another with astonishing specificity and to remember such distinctions over time.
These are among the challenges that engage Koulakov and his team.

Dysfunction of excitatory, glutamatergic synapses in the brain is believed to have an important
role in the pathogenesis of major psychiatric disorders, including schizophrenia and depression. But
what are the causes? Where in the brain does this dysfunction occur? How does it result in the be-
havioral symptoms of illness? To address these issues, Bo Li and colleagues are studying normal
synaptic plasticity and disease-related synaptic changes in brain circuits involved in schizophrenia
and depression. Their long-term goal is to develop methods allowing manipulation of activity in
specific brain circuits in order to change disease-related behaviors. They use a variety of method-
ologies, including patch-clamp recording and calcium imaging of labeled neurons, two-photon im-
aging of spine morphology and tagged receptors, in vivo virus injection, RNA interference
(RNAI)-based gene silencing, activation of specific axon terminals using light-gated cation channels,
activation or silencing of specific brain regions using transgenes, and assessment of the behavioral
consequences of certain manipulations. A new project focusing initially on a gene called Er6B4
seeks to determine the genetic causes of NMDA receptor hypofunction, a pathology believed to
contribute to the etiology of schizophrenia.

Partha Mitra seeks to develop an integrative picture of brain function, incorporating theory, in-
formatics, and experimental work. His lab is developing computational tools for integrative analysis
of neurobiological data, spanning electrophysiological, neuroanatomical, and genomic data from
multiple species pertaining to the brain. In the Mouse Brain Architecture Project, Mitra and col-
leagues are well on their way to generating the first-ever brainwide mesoscopic-scale circuit map of
the entire mammalian brain. This is a first step toward mapping vertebrate brain architecture across
species and in mouse models of human disease, starting with schizophrenia and autism. These maps
will be cross-referenced to the Allen Brain Atlas of gene expression, a complementary landmark
data set on which the Mitra lab has innovated multiple analyses. These analyses include assessing
coexpression patterns and networks of addiction-related genes and determining evolutionary ages
of genes with respect to their brain region of expression.

Pavel Osten’s lab works on identification and analysis of brain regions, neural circuits, and con-
nectivity pathways that are disrupted in genetic mouse models of autism and schizophrenia. Osten
hypothesizes that (1) systematic comparison of many genetic mouse models will allow determination
of overlaps in pathology—neural circuit endophenotypes—responsible for the manifestation of
neuropsychiatric disorders and (2) neural-circuit-based classification of autism and schizophrenia
will provide key circuit targets for detailed mechanistic studies and therapeutic development. Osten
and colleagues are developing the first systematic approach to the study of neural circuits in mouse
models of psychiatric diseases, based on a pipeline of anatomical and functional methods for analysis
of mouse brain circuits. An important part of this pipeline is high-throughput two-photon mi-
croscopy for whole-mouse-brain imaging. Other methods include viral-vector-based anatomical
tracing, transgenic and knockin “indicator” mouse lines for monitoring expression of activity-reg-
ulated genes, and both in vitro and in vivo two-photon imaging and electrophysiology.

Jonathan Sebat’s lab studies the role of genetic variation, and particularly, gene copy-number
variation, in schizophrenia, autism, and other neuropsychiatric illnesses. Sebat and collaborators
have discovered a rare mutation associated with dramatically increased schizophrenia risk, a gene
copy-number variation in a chromosomal region, 16p11.2, already linked to autism. Previously,
they had demonstrated a significantly increased rate of rare structural mutations in the genomes of
people with schizophrenia as compared with healthy controls. They found, moreover, that the mu-
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tations were powerful and that the genes disrupted by the mutations nearly half the time were in-
volved in pathways known to be important in brain development. One implication is that the uni-
verse of genetic risk factors for schizophrenia consists of many different rare mutations, each one
present in comparatively few individuals, or even a single one. In prior work, Sebat, in collaboration
with Michael Wigler, discovered that spontaneous mutations—genetic errors in children that do
not occur in either parent—are far more common in autism than previously thought.

Stephen Shea’s lab studies the neural circuitry underlying social communication and decisions.
He uses natural social communication behavior in mice as a model to understand circuits and
processes that are evolutionarily conserved and therefore shared broadly across species, likely con-
tributing to disorders such as autism. Previously at Duke University, Shea and colleagues examined
how emotion and arousal enable mice, via their olfactory systems, to store memories of other indi-
viduals and of related social signals. The team exploited the intimate relationship between memory
and emotion to effectively create memories in anesthetized mice, providing unprecedented access
to neurobiological processes that typically only occur during behavior. To advance understanding
of the circuit mechanisms of these memories, this year Shea’s lab developed techniques to make
technically challenging targeted recordings from a specific type of inhibitory neuron whose function
remains mysterious. The data suggest that these cells not only participate in storing olfactory mem-
ories but do so in surprising and complex ways. Also this year, Shea’s team began a series of studies
of a different form of social recognition: auditory recognition of pup vocalizations by their mothers.
Preliminary data show that the brains of mother mice encode the sound of a pup’s voice differently,
and this may relate to differences in the quality of their maternal care. Ultimately, the Shea lab aims
to include recordings from awake and behaving mice and other techniques to understand the social
decision process all the way from the level of a live social encounter to the movement of neurotrans-
mitter receptors at the synapse.

What is a memory? When we learn an association, information from two different sensory streams
somehow becomes linked together. What is this link in terms of neural activity? For example, after a
few bad experiences, we learn that the “green” smell of an unripe banana predicts its starchy taste.
How has the neural response to that green smell changed so that it becomes linked to that taste?
What are the underlying mechanisms—what synapses change strength or what ion channel properties
change? These are the questions that drive research in Glenn Turner’s laboratory. His team addresses
these questions by monitoring neural activity using a combination of electrophysiological methods
to examine individual neurons with very high resolution and functional imaging to track the activity
of hundreds of neurons simultaneously. They have developed optical techniques to monitor the ac-
tivity of the entire set of cells in the learning and memory center of the fly brain. This comprehensive
view of neural activity patterns enables them to actually predict the accuracy of memory formation
in separate behavioral experiments. By examining the effects of learning-related genes on this process,
they can connect their network-level view of memory formation to the underlying molecular mech-
anisms governing the basic cellular and synaptic changes that drive learning,

Anthony Zador and colleagues study how brain circuitry gives rise to complex behavior. Work
in the lab is focused on two main areas. First, they ask how the cortex processes sound, how that
processing is modulated by attention, and how it is disrupted in neuropsychiatric disorders such as
autism. Second, they are developing new methods for determining the complete connectivity of the
mouse brain at single-neuron resolution. In contrast to previous methods that make use of mi-
croscopy, these methods exploit high-throughput DNA sequencing. Because the costs of DNA se-
quencing are plummeting so rapidly, these methods have the potential to yield the complete wiring
diagram of an entire brain for mere thousands of dollars.

Yi Zhong's lab studies the neural basis of learning and memory. The team works with fruit fly
models to study genes involved in human cognitive disorders, including neurofibromatosis, Noonan
syndrome (NS), and Alzheimer’s disease. Mutations leading to a lack of function of the neurofibro-
matosis 1 (IVFI) gene cause noncancerous tumors of the peripheral nervous system as well as learning
defects. The lab’s analyses of Drosophila NFI mutants have revealed how expression of the mutant
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gene affects a pathway crucial for learning and memory formation. The NFI gene and a gene called
corkscrew, implicated in NS, share a biochemical pathway. Recently, the lab succeeded in linking
changes in this pathway due to specific genetic defects in NS with long-term memory deficiencies.
In fly models, they discovered the molecular underpinnings of the "spacing effect”—the fact that
memory is improved when learning sessions are spaced out between rest intervals. Zhong’s team
also has succeeded in reversing memory deficits in mutant flies, work suggesting that longer resting
intervals for Noonan’s patients might reverse their memory deficits. This year, they identified a
means of reversing memory loss in fruit flies while suppressing brain plaques similar to those im-
plicated in Alzheimer’s disease. Separately, having discovered that memory decay is an active process,
regulated by the Rac protein, the team has proposed that Rac’s role in erasing memory is related to
its influence on downstream cytoskeleton remodeling agents.
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NEURAL CIRCUITRY FOR PERCEPTUAL DECISIONS

A. Churchland D. Raposo
H. Zamer

Making use of sensory information requires more than
simply relaying incoming signals from the sensory or-
gans. It requires interpreting information, classifying it,
drawing inferences, and ultimately using the context of
behavioral goals to make a decision about its meaning.
A decision is a commitment to a particular choice or
proposition at the expense of competing alternatives.
In some situations, decisions involve integration of ev-
idence, i.e., they make use of multiple pieces of infor-
mation from the environment or from memory. These
decisions can provide a framework in which to investi-
gate complex cognitive processes and open a window
onto higher brain function in general.

Although previous experiments have begun to reveal
how neural systems combine evidence to make deci-
sions, they have left a critical gap in our understanding.
Specifically, very little is currently known about the neu-
ral mechanisms that make it possible to combine infor-
mation from multiple sensory modalities for decisions.
The gap is apparent, although it is clear from behavioral
observations that neural systems can combine multisen-
sory information: When parsing speech in a crowded
room, for example, the listener makes use of both audi-
tory information (the speaker’s vocal sounds) and visual
information (the speaker’s lip movements). Understand-
ing the neural mechanisms of multisensory integration
is critical for two reasons. First, it is essential for a com-
plete understanding of decision-making because real-
world stimuli rarely affect a single sense in isolation.
Therefore, understanding how the brain interprets in-
coming information requires understanding how the
brain merges information from different senses. Second,
of clinical importance is the fact that several develop-
mental abnormalities appear to be related to difficulties
in integrating sensory information. For example, abnor-
malities in multisensory processing are a hallmark of in-
dividuals with autism spectrum disorder. Impairments
in multisensory processing are also observed in those
with a collection of sensory abnormalities known to-
gether as sensory processing disorder and may also be
evident in patients with Rett syndrome. Understanding
the neural mechanisms of multisensory integration
could inform treatment of those conditions.
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Our long-term goal is to understand how the brain
can make decisions that integrate inputs from our mul-
tiple senses, stored memories, and innate impulses. Our
current projects, described below, are a first step toward
this complete understanding of perceptual decision-
making.

Measuring Behavior on a Multisensory
Decision-Making Task

We present both rat and human subjects with ambigu-
ous stimuli about which they make decisions. The stim-
uli consist of visual flashes, auditory tones, or both.
Subjects judge the repetition rate of the stimulus. To
determine whether subjects benefit from multisensory
integration, we compare the speed and accuracy of the
single sensory and the multisensory conditions.

Uncovering the Neural Mechanisms
of Multisensory Decision-Making

We collect electrophysiological responses from single
neurons in the parietal cortex. The parietal cortex is
known to receive inputs from both auditory and visual
sensory areas and is known to have a key role in deci-
sion-making. By comparing the electrophysiological re-
sponses of parietal neurons when the animals are
engaged in single sensory versus multisensory decisions,
we can explore the nature of the cortical circuitry that
makes it possible to support the behavioral improve-
ment in multisensory integration.

Connecting Behavior and Physiology
Using Theoretical Models

Behavior and physiology from decision tasks about vi-
sual motion have been consistent with a class of models
known as bounded accumulation. In these models, ran-
dom samples of evidence are accumulated over time up



to a threshold level or bound. Although this class of
model has been successful for visual motion decisions,
it is not yet known whether it will generalize to multi-
sensory decisions. Our working hypothesis is that the
models will be easily extendable to multisensory deci-
sions: Instead of accumulating random samples of evi-
dence only across time, the models can be designed to
accumulate random samples of evidence across modal-
ities. We are in the process of testing whether this class
of models can accurately predict the speed and accuracy
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of decisions, and whether its predictions are compatible
with electrophysiological observations. Other kinds of
models that are currently under consideration are mod-
els of Bayesian inference, or attractor models.
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GENETICS OF MEMORY IN DROSOPHILA

L. Prazak
H. Qin

J. Dubnau M. Cressy

W. Li

Understanding complex behaviors such as memory will
require a multdisciplinary approach that will include
discovery and manipulation of the relevant genetic/cell
signaling pathways and the relevant neural circuits.
Work in genetic model systems such as Drosophila can
contribute to our understanding in several ways. First,
by enabling discovery of genes and genetic pathways
underlying behavior, such model systems provide entry
points for dissection of cellular mechanisms that are
often conserved. Second, systematic manipulation of
gene function in relevant anatomical loci of the brain
allows a conceptual integration of findings from cellu-
lar, neuroanatomical, and behavioral levels. Our gene
discovery efforts already have identified a role in mem-
ory for highly conserved pathway(s) involved with sub-
cellular control of translational regulation. Many of
these molecules have counterparts in vertebrates that
also appear to have important roles in brain function
and, in some cases, may be linked to human cognitive
dysfunction. Our genetic investigations also provide in-
sight to investigate the neural circuitry relevant to
memory because gene expression patterns often suggest
hypotheses that can be tested spatially restricted genetic
manipulations.

Neuronal Translational Regulatory
Network
W. Li, L. Prazak, ). Dubnau

A fundamental property of the brain is that perceptual
experiences drive modifications in number and strength
of synaptic connections among neurons. These synapse
modifications, which are thought to be neural correlates
of memory and cognition, require synthesis of specific
proteins at individual synaptic sites in response to neu-
ral activity. The mechanisms governing this local syn-
thesis of synaptic proteins are pootly understood. We
are using the Drosophila model to investigate neuronal
translation in two different ways. First, we are develop-
ing a novel approach to screen broadly for neuronal
translational regulation in terms of both targets and
trans-activators. Second, we are focusing on specific reg-
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ulatory interactions that we discover to investigate a few
translational regulatory pathways in some detail. These
efforts are focused on pumilio, a translational repressor
that we have shown has a role in memory as well as on
RNA-induced silencing complex-mediated regulation.

A global screen for regulatory interactions. We are
developing a platform to identify the suite of regulatory
mechanisms and translational targets in the brain. The
approach involves several steps. First is a high through-
put method to create in vivo reporters of translation for
cach gene. Second is a strategy to identify the set of
genes whose translation is governed by a particular reg-
ulator. As a proof of principle, we will define the targets
of five key translational regulators, including Fragile-X
protein. Fragile-X is the most common inherited form
of mental retardation. Our method, which is concep-
tually similar to enhancer trapping for transcriptional
control, takes advantage of the exceptional genetic ma-
nipulability of the Drosophila model system. The high
degree of conservation of gene regulatory mechanisms
and function ensures that much of what we learn will
be transferable to humans.

Synaptic targets of pumilio. We identified a role in
memory for a number of mRNA-binding proteins
(Dubnau et al., Curr Biol 13: 286 [2003]). These in-
clude several with known roles in mRNA localization
and translational control, including staufen and oskar,
which are known components of a cellular mRNA lo-
calization machinery in oocytes, and pumilio, which is
a translational repressor protein whose vertebrate or-
thologs are highly conserved but largely unstudied. Al-
though pumilio function has been most carefully
studied in the context of embryonic patterning, several
recent findings demonstrate that pumilio also has an
important role in the nervous system, including long-
term memory formation (see, e.g., Berger et al., Alcohol
Clin Exp Res 32: 895 [2008]; Chen et al., PLoS Comput
Biol 4: 340 [2008]; Dubnau et al., Curr Biol 13: 286
[2003]). In neurons, pumilio appears to have a role in
homeostatic control of excitability via down-regulation
of para, a voltage-gated sodium channel, and may more



generally modulate local protein synthesis in neurons
via translational repression of e/F-4E. Aside from these,
the biologically relevant targets of pumilio in the nerv-
ous system were largely unknown in any species.

We hypothesized that pumilio might have a role in
regulating the local translation underlying synapse-spe-
cific modifications during memory formation. To iden-
tify relevant translational targets, we used an infor-
matics approach (in collaboration with M. Zhang’s lab
at CSHL) to predict pumilio targets among mRNAs
whose products have synaptic localization (Chen et al.,
PLoS Comput Biol 4: 340 [2008]). We then used both
in vitro binding and two in vivo assays to functionally
confirm the fidelity of this informatics screening
method. We found that pumilio strongly and specifi-
cally binds to RNA sequences in the 3'UTR (untrans-
lated region) of four of the predicted target genes,
demonstrating the validity of our method. We then
demonstrated that one of these predicted target se-
quences, in the 3"UTR of discs large (dlgl), the
Drosophila PSD95 ortholog, can functionally substitute
for a canonical Nanos response element (NRE) in vivo
in a heterologous functional assay in the embryo. We
also demonstrated that endogenous levels of dlg7 (Chen
et al., PLoS Comput Biol 4: 340 [2008]) and another
neuronal target, 14-3-3, can be regulated by pumilio in
a neuronal context, the adult mushroom bodies (MB),
an anatomical site of memory storage. Our current ef-
forts focus on several additional neuronal targets of
pumilio as well as on putative cofactors that act in con-
cert with pumilio in the early embryo.

Small-RNA-mediated gene regulation in the brain.
microRNAs (miRNAs) are ~21-23-nucleotide noncod-
ing RNA transcripts that regulate gene expression at the
posttranscriptional level by binding to complementary
sequences in the 3’UTRs of target mRNAs. miRNAs
function as part of an RNA-induced silencing complex
(RISC) that includes one of the argonaute protein fam-
ily members. In Drosophila, miRNAs are most often as-
sociated with argonaute-1. Via a forward mutagenesis
screen for defective memory, we identified mutations
that mapped to an miRNA gene (Dubnau et al., Curr
Biol 13:286 [2003]). Using classical Drosophila molec-
ular genetics, we have confirmed a causal relationship
between the disrupted expression of the miRNA and
the behavioral defect. We also have identified a role in
memory for argonaute-2, rather than argonaute-1, and
have also shown that argonaute-1 and pumilio interact
genetically. These and other findings suggest a core
translational regulatory mechanism in the brain in
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which common mRNA rtargets are regulated coordi-
nately by pumilio and by a RISC complex involving
small RNAs loaded onto argonaute-2.

Neural and Genetic Circuitry
of Memory
M. Cressy, H. Qin, ). Dubnau

A common feature of memory and its underlying
synaptic plasticity is that each can be dissected into
short-lived forms involving modification or trafficking
of existing proteins and long-term forms that require
new gene expression. An underlying assumption of this
cellular view of memory consolidation is that these dif-
ferent mechanisms occur within a single neuron. At the
neuroanatomical level, however, different temporal
stages of memory can engage distinct neural circuits, a
notion that has not been conceptually integrated with
the cellular view. A recent study in our lab has highlighted
the significance of this integrated view. Blum et al. (Curr
Biol 19: 1341 [2009]) has shown that rutabaga adenylyl
cyclase function is required in a specific neuronal cell type
in a learning center called the mushroom bodies. These
so-called y-lobe neurons require rutabaga function to sup-
port short-term memory (STM), but in contrast, rutabaga
expression is needed in 0/B-lobe neurons to support long-
term memory (LTM). On the basis of this observation,
Blum et al. (Curr Biol 19: 1341 [2009]) and Blum and
Dubnau (2010) proposed a hypothesis that two parallel
STM traces are formed in the MBs, in different cell types.
To test this model, we have established a genetic means
to generate animals that are capable of forming only the
rutabaga-dependent or only the rutabaga-independent
STM forms. This allows us to investigate the cellular
substrates and consolidation kinetics of each of these
genetically distinct memory traces.

Enhancer/Suppressor Screening by Selective
Breeding: Modeling Rubenstein-Taybi
Syndrome in Drosophila

M. Cressy, J. Dubnau [in collaboration with P. Mitra,
D. Valente, K. Honneger, Cold Spring Harbor Laboratory]

One of the great challenges in understanding the genetic
impact on human disease is that some complex disor-
ders, such as schizophrenia, likely emerge from coinher-
itance of multiple common gene variants, each of which
would have little clinical impact on their own. Despite
their widespread relevance, mechanisms by which multi-
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gene interactions modulate phenotype are ill-understood
because almost all mechanistic studies of gene interaction
are limited to pair-wise studies. To investigate this ques-
tion, we have developed and implemented a novel ap-
proach in Drosophila, using the biologically important
and clinically relevant cAMP pathway as a model. We
used selective breeding to evolve combinations of alleles
capable of suppressing the learning defect associated with
mutations in the rutabaga adenylyl cyclase gene. Unlike
a classical suppressor screen, our use of experimental evo-
lution allows us to explore the potential impact of
higher-order gene interactions. And unlike a classical se-
lective breeding experiment, we constrained the genetic
variability to a set of 23 known loci, providing access to

the underlying causal alleles. Using independent genetic
experiments, we exhaustively tested the effects of each of
the identified loci as well as of all diallele combinations.
Odur results indicate that numerous genotypic solutions
are present and that typical solutions involve combina-
tions of between three and six loci.
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STEM CELLS, SIGNAL TRANSDUCTION, AND BRAIN FUNCTION

G. Enikolopov  N. Bondar T. Michurina  G. Rudensky
A. Burlet-Parendel  J.-H. Park K. Sayed
Z. Glass N. Peunova M. Tackenberg

N. Kudryavtseva

Our research is focused on stem cells, on their contri-
bution to tissue maintenance and regeneration, and on
signals that control their division and fate. We generate
animal models to study stem cells and their environment
and to investigate the mechanisms that determine the
division and differentiation choices of these cells. Our
main interest is in stem cells of the adult brain. Contin-
uous production of new neurons in neurogenic regions
of the adult brain is important for learning and memory,
neural tissue repair, and response to therapies. We work
to understand how different factors, ranging from drugs
and surgery to aging and disease, affect adult neural stem
cells and their progeny. We also investigate interactions
between different types of stem cells that help coordinate
tissue growth and repair. Furthermore, we study the
multdfunctional signaling molecule nitric oxide (NO)
for which we have demonstrated an important role in
organism development and tissue differentiation. Fi-
nally, we work to translate the results we obtain with an-
imals to human physiology and therapy.

Neural Stem Cells and Brain Disorders

Continuous production of new neurons is supported
throughout life in several areas of the brain, among them
the hippocampus, a brain region that is crucial for cog-
nitive function. New neurons are produced from neural
stem cells and their birth is the result of a complex cascade
of events that include symmetric and asymmetric divi-
sions of stem and progenitor cells, exit from the cell cycle,
programmed elimination of a vast number of newborn
cells, and continuous changes of their morphology; this
cascade culminates with the young neuron establishing
connections with other cells and becoming integrated
into the preexisting neuronal circuitry. Production of new
neurons from stem cells can be modified by a wide range
of intrinsic and extrinsic factors, acting to increase (e.g.,
antidepressants and physical exercise) or decrease (e.g.,
stress, aging, and disease) hippocampal neurogenesis.
These factors may affect any step of the differentiation

cascade or may converge on a few defined targets. We are
working to unravel the basic rules and mechanisms con-
trolling the quiescence, division, self-renewal, and differ-
entiation of neural stem cells and their progeny.

To define the steps of the division/differentiation
cascade and to determine the targets of important pro-
or anti-neurogenic stimuli, we use transgenic reporter
animal lines, often in combination with other geneti-
cally modified lines. We use the resulting compound
lines to dissect the neurogenesis cascade into distinct
stages and then to identify the steps that are specifically
affected by a particular stimulus; this analysis has been
complemented by computational modeling of the stem
and progenitor cell dynamics, performed in continuous
collaboration with Dr. Alex Koulakov at CSHL. This
has allowed us to produce a comprehensive scheme of
the neurogenic and astrogenic arms of the cascade. This
detailed description of the hippocampal stem cell life
cycle provides a conceptual framework with which to
map the targets of various neurogenic stimuli and com-
pare different strategies by which stem cells are har-
nessed for tissue regeneration.

We have already used this scheme to identify the tar-
gets of various antidepressant drugs and treatments, ex-
ercise, radiation, chemotherapeutic agents, trauma,
ablation of dopaminergic neurons, and aging. In par-
ticular, we found that such diverse antidepressant ther-
apies as fluoxetine, running, and deep brain stimulation
of distant brain regions converge on the same step of
the cascade and increase the number of divisions of the
transit-amplifying progenitor population. Importantly,
these treatments do not affect the pool of stem cells; in
contrast, we found that electroconvulsive shock, a
highly efficient antidepressant therapy, activates divi-
sion of stem cells in the adult hippocampus.

We have also found that trauma and disease can ac-
tivate stem cells of the hippocampus, even when distant
regions of the brain are damaged. In particular, we
found that moderate trauma of the cortex induces di-
vision of stem cells in the adult hippocampus. Further-
more, we found that in the mouse model of Parkinson’s
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disease, ablation of dopaminergic neurons of the sub-
stantia nigra can transiently activate division of stem
cells in the hippocampus (which receives dopaminergic
inputs from the substantia nigra). We also found that
L-DOPA, used in the clinical treatment of Parkinson’s
disease, does not alter the effect of neuronal ablation
on cell division in the hippocampus. Together, our re-
sults suggest that even distant events which do not di-
rectly impact the hippocampal area, such as cortical
trauma or ablation of midbrain neurons, can activate
neural stem cells of the hippocampus. Such activation
may reflect the induction of innate repair and plasticity
mechanisms by the injured brain; however, it may also
potentially lead to a premature exhaustion of the neural
stem cell pool, particularly in the aging organism.
Our results also shed light on the age-related decrease
in the production of new neurons. This age-related de-
cline in the number of new neurons is profound and has
been observed across mammalian species. Given the sig-
nificance of new neurons for cognitive function, it is
conceivable that reduced neurogenesis contributes to
age-related cognitive impairment. We found that age-
related decrease in hippocampal neurogenesis under
normal conditions is driven by the disappearance of
neural stem cells via their conversion into mature hip-
pocampal astrocytes. Importantly, this astrocytic differ-
entiation is coupled to a rapid succession of asymmetric
divisions of the activated stem cells. Thus, in contrast to
the conventional model of multiple cycles of activation
and quiescence of stem cells, hippocampal neural stem
cells, once activated, leave the stem cell pool. We de-
scribed the life cycle of an adult neural stem cell and
proposed a “disposable stem cell” model which posits
that an adult hippocampal stem cell is quiescent
throughout the entire postnatal life, but, when activated,
it undergoes several rapid asymmetric divisions (even-
tually producing a neuron) and then exits the pool of
stem cells by converting into an astrocyte. This model
reconciles observations on the age-related decrease in
production of new neurons, the age-related increase in
astrocyte number, the disappearance of hippocampal
neural stem cells, and the remodeling of the neurogenic
niche. Together, these continuous changes underlie age-
dependent decrease in production of new neurons and
may contribute to age-related cognitive impairment.
With the increasing evidence that adult neurogenesis
is important for cognitive function and mood regulation,
the ability to detect variations in the level of neurogenesis
in the live brain becomes important for diagnostic pur-
poses. In a broad collaboration with Dr. Helene Ben-
veniste (Stony Brook University and Brookhaven National

Laboratory), we are working to characterize changes in
magnetic resonance spectra in the live human and animal
brain that would be indicative of the changes in neuroge-
nesis. By modifying and adjusting widely used methods
of analyzing in vivo spectra, we are able to reliably detect
indicative signals in the live animal brain under normal
conditions and after electroconvulsive shock. Moreover,
this approach is now being investigated in preclinical and
clinical trials and may become useful for following neu-
rological and psychiatric disorders and cancer.

Stem Cells in Nonneural Tissues

Adult tissues undergo continuous cell turnover in re-
sponse to stress, damage, or physiological demand. New
differentiated cells are generated from dedicated or fac-
ultative stem cells or from self-renewing differentiated
cells. Adult stem cells are located in specialized niches
that restrict their division and support their undifferen-
tiated status. Some time ago, we found that the same re-
porter lines that we developed and used to identify stem
cells of the brain can also help to highlight stem and pro-
genitor cells in a range of other tissues. This list is not
limited to cells of neural origin; it now includes stem
cells of such dissimilar structures as brain and spinal
cord, hair follicles, liver, pancreas, skeletal muscle, testis,
ciliary margin of the eye, anterior pituitary, skin, and
bone marrow. This observation provides a means of iso-
lating adult stem and progenitor cells, tracing their lin-
eage, and studying mechanisms controlling their
quiescence, division, self-renewal, and differentiation.

In an important application of this reporter-based
approach, in collaboration with Dr. Paul Frenette, we
identified mesenchymal stem cells in bone marrow and
demonstrated that they form a niche for hematopoietic
stem cells. These two types of stem cells are found in
close association; furthermore, mesenchymal stem cells
express high levels of genes that are important for
hematopoietic stem cell maintenance and, when de-
pleted, result in a reduced ability of hematopoietic stem
cells to home in the brain marrow. This is the first ex-
ample of a partnership between two distinct somatic
stem cell types, suggesting that such heterotypic stem
cell pairs may exist in other tissues.

NO, Development, and Differentiation

Much of our interest is related to a signaling molecule,
nitric oxide (NO). NO has been extensively character-



ized as an indispensable regulator of vasodilation, neu-
rotransmission, immune response, and cell death.
Throughout the last two decades, we have demonstrated
that in several developmental and differentiation con-
texts, ranging from differentiating neurons to developing
fruit flies and frogs, NO helps to control the balance be-
tween proliferation and differentiation by suppressing
cell division. For instance, it acts as a negative regulator
of cell division in the developing and adult nervous sys-
tem, such that by manipulating NO levels, we can
change the number of neural stem and progenitor cells.
Furthermore, we found that the neuronal NO synthase
isoform (nNOS), usually associated with brain function,
regulates hematopoiesis in vitro and in vivo: nNOS is ex-
pressed in stromal cells and produces NO which acts as
a paracrine regulator of hematopoietic stem cells. Thus,
NO acts as a regulator of stem and progenitor cell activity
and cell differentiation in a range of tissues.

Continuing to explore the diversity of NO’s biolog-
ical functions, we found that NO also acts as a regulator
of morphogenesis during early development by coordi-
nating two major morphogenetic processes, cell division
and cell movement, through two overlapping but sep-
arate signaling pathways. Inhibition of NO synthase
during early development of Xenopus increases prolif-
eration in the neuroectoderm and inhibits convergent
extension in the axial mesoderm and neuroectoderm,
indicating that during development, NO suppresses di-
vision and facilitates movement of cells. Such concur-
rent control by NO helps ensure that the crucial
processes of cell proliferation and morphogenetic move-
ments are coordinated during early development.

We have now discovered yet another role of NO and
nNOS during early development—its function as a reg-
ulator of planar polarity of cilia growth and function in
the mucosecretory epithelium, as exemplified by the
skin in Xenopus larvae and the airway epithelium in
mammals. In these tissues, the spatial organization of
cilia is important for the polarized beating of cilia and
the directional distribution of mucus. We demonstrated
planar polarity of the distribution of cilia in the Xenopus
larvae and found that NO and XNOSI (an ortholog
of nNOS) are important mediators of this polarity. We
also found a new mode of establishing planar polarity
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by function-dependent stabilization of cilia growth and
determined the signaling pathway that links the
XNOSTI activity to ciliogenesis and cilia polarity. More-
over, we have now extended these observations to the
tracheal and bronchial epithelium of mammals; these
results indicate a conserved evolutionary role for NO
in the regulation of cilia structure and function and
highlight the role of NO in human health and disease.
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MOLECULAR ANALYSIS OF NEURONAL RECEPTORS

AND ION CHANNELS

E. Karakas
N. Simorowski
P. Singh

H. Furukawa

The research in my group is aimed at understanding the
molecular basis for the function of cell surface proteins
that trigger cellular signal transductions involved in neu-
rotransmission in the mammalian brain. It is hoped that
this work will help in the design of compounds with
therapeutic potentials in neurological diseases and dis-
orders including schizophrenia, depression, stroke, and
Alzheimer’s disease. Toward this end, we are conducting
structural and functional studies on neurotransmitter
receptor ion channels and intramembrane enzymes,
which facilitate and regulate the strength of neurotrans-
mission. To achieve our goals, we use X-ray crystallog-
raphy to determine three-dimensional structures of
target proteins and test structure-based mechanistic hy-
potheses by site-directed mutagenesis in combination
with biochemical and biophysical techniques including
electrophysiology. Our group is currently focused on un-
derstanding the structure and function of three classes
of cell surface proteins, N-methyl-D-aspartate receptor
(NMDAR) and 7-secretase, dysfunctions of which are
highly implicated in the pathogenesis of neurodegener-
ative diseases including Alzheimer’s disease.

Structure and Function
of NMDARs

NMDARs belong to the family of iGluRs, which me-
diate the majority of excitatory synaptic transmission
in the mammalian brain. Dysfunctional NMDARs are
implicated in neurological disorders and diseases in-
cluding seizure, stroke, schizophrenia, Parkinson’s dis-
ease, and Alzheimer’s disease. NMDARs are
multimeric ligand-gated ion channels composed of the
GluN1 and GluN2 subunits, which bind glycine and
L-glutamate, respectively. Unlike non-NMDARs that
can form functional ion channels as homotetramers,
the NMDARs can only function as heteromultimers
composed of GluN1 and GluN2, and opening of the
ion channels requires concurrent binding of both
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glycine and glutamate to GluN1 and GluN2, respec-
tively. The four distinct GluN2 subunits define phar-
macological subtypes of NMDARs that differ in ion
channel properties, ligand specificity, and spatial and
temporal expression patterns. Subtype-specific regula-
tions of NMDARs have shown some neuroprotective
effects and therefore are considered an effective strategy
to treat neurological disorders and diseases. There has
been an enormous enthusiasm to understand the mo-
lecular basis for subtype specificity in NMDARs and
to create subtype-specific compounds that can target
specific neuronal circuits.

The NMDAR subunits are modular proteins com-
posed of the amino-terminal domain (ATD), ligand-
binding domain (LBD), transmembrane domain
(TM), and carboxy-terminal domain (CTD) (Fig. 1).
The focus of our study in 2010 was LBD of the
GIuN2D subunit, which binds to agonists including L-
glutamate and NMDA. GluN2D is a predominant
subtype of NMDARs that are expressed during the
early developmental stage of the brain. The GluN2D
NMDARs are also distinct from other subtypes of
NMDARSs in that they elicit significantly slow deacti-
vation and have low open channel probability. To un-
derstand the molecular basis for the pharmacological
properties unique to the GluN2D receptors, we have
solved the crystal structures of GluN2D LBD in com-
plex with L- and D-glutamate, L-aspartate, and NMDA
and finished refinement of the structural models for all
of the forms (Fig. 2). The GluN2D LBD has an overall
clamshell-like architecture composed of domain 1 (D1)
and domain 2 (D2), similar to the GluN2A LBD pre-
viously solved.

All of the agonists bind to the interdomain cleft be-
tween the D1 and D2 domains and appear to stabilize
closed clamshell conformation. Importantly, this is the
first study that successfully visualizes the mode of bind-
ing of an NMDA molecule; therefore, we can assess the
mechanism of NMDA subfamily specificity. Binding of
NMDA involves displacement of a water molecule (W



Figure 1. Domain organization of NMDAR subunit. The amino-
terminal domain (ATD) at the extracellular region is followed by
S1, transmembrane region (TM) 1 and 2, P-loop, the S2 segment,
TM3, and carboxy-terminal domain (CTD). The ST and S2 pep-
tides form a ligand-binding domain (LBD) that binds agonists and
antagonists. ATD in NMDARs bind allosteric modulators (zinc
and phenylethanol-amines). TM forms the ion channel in the
context of the heteromultimeric assembly of GluNT and GluN2
subunits, which is blocked by magnesium at resting membrane
potential. CTD interacts with intracellular proteins such as
PSD95 and CAMKII to mediate cellular signal transduction im-
portant for synaptic plasticity.

in Fig. 3A) by the N-methyl group whose placement is
favored by the surrounding hydrophobic residues, Tyr-
755 and Val-759. The equivalent residues for Tyr-755
in the AMPAR (0i-amino-3-hydroxy-5-methyl-4-isox-
azole proprionic acid receptors) and kainate receptor are
leucine and methionine, respectively, pointing away
from the binding pocket (Fig. 3C). The corresponding
residues for Val-759 are methionine in AMPARs and
threonine in kainate receptors, which are more hy-
drophilic (Fig. 3C). Furthermore, Asp-756 “folds” away
from the binding pocket so that its B-carboxyl group
does not interfere with the placement of the N-methyl
group of NMDA. The aspartate residue at the 756 po-
sition is conserved among the subunits of NMDAR:s.
In non-NMDARS, the equivalent residue of Asp-756 is
glutamate, whose longer side chain would collide with
the N-methyl group and disallow the placement of an
NMDA molecule in the binding pocket.
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One intriguing aspect of the GluN2D LBD struc-
tures was that a region of the structure, which we call
the hinge loop, located at the back side of the ligand-
binding site, is different between the L-glutamate-
bound form and all the other forms. That led us to two
hypotheses: (1) L-glutamate uniquely activates and de-
activates the GluN1/GluN2D NMDARs, and (2)
structural variability around the hinge loop may be re-
sponsible for regulating speed of deactivation. We have
tested these hypotheses by using an electrophysiological
approach in collaboration with Stephen Traynelis at
Emory University. We have made a series of chimera
receptors between GluN2A and GluN2D within the
LBD and measured deactivation speeds by the patch-
clamp method coupled to fast perfusion. GIuN2A was
used as a chimera partner because it mediates fast de-
activation (~50 msec) compared to GluN2D (-3000
msec). The chimeric receptors tested, so far, are as fol-
lows: (1) GIuN2A (GluN2D LBD), (2) GluN2A
(GluN2D D1), and (3) GluN2A (GluN2D D2). As
shown in Figure 4, all of the chimeras have substantially
slow deactivation compared to the wild-type GluN2A.
This tentatively indicates that both D1 and D2 are im-
portant in regulating deactivation speeds and that the
GluN2D LBD domains facilitate slower deactivation
speed compared to GluN2A LBD.

Figure 2. Refined crystal structure of GIluN2D LBD. The structure
is clamshell-like composed of domain 1 (D1) and domain 2 (D2).
Agonists including NMDA (stick) bind at the interdomain cleft
(between D1 and D2). Glycine-threonine linker used to tether S1
and S2 peptides is shown as gray sphere.
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Figure 3. Ligand-binding site of GIuN2D LBD in stereoview. (A,B) The GIuN2D LBD structures in complex with L-
glutamate and NMDA. Shown on the right-hand side in mesh are electron density maps contoured at 4. (C) Orien-

tation of nonconserved residues in GluA2 LBD.

Structure and Function
of y-Secretase

Y-Secretase is a multimeric protein complex of four
transmembrane proteins including presenilin, nicastrin,
APH-1, and PEN-2. Together, the complex mediates a
molecular event called regulated intramembrane prote-
olysis, which is a type of proteolysis that occurs within
the membrane. Intramembrane proteases are involved
in numerous cellular processes including cholesterol
homeostasis, development, immunosurveillance, and
Alzheimer’s disease.

Y-Secretase is an aspartyl-protease that cleaves various
single-transmembrane substrates. One of the most well-
studied substrates is amyloid protein whose cleaved frag-
ment diffuses out of the membrane, forms -amyloid

oligomers and fibril, and initiates signaling cascades re-
sulting in neuronal cell death. Deposition of -amyloid
fibril is one of the hallmarks of the brain affected by
Alzheimer’s disease. However, mechanistic understand-
ing of activities in y-secretase and intramembrane pro-
teases in general is restricted due to limited numbers of
available molecular structures. The structural informa-
tion of y-secretase is currently limited to low-resolution
images obtained from a single-particle analysis using cry-
oelectron microscopy. Our group is interested in reveal-
ing atomic structures of Y-secretase to gain insights into
intramembrane proteolysis, substrate specificity, inhibi-
tion, and functional modulation at the molecular level.
Currently, we are working toward understanding the
mechanism of substrate recognition mediated by one of
the y-secretase components, nicastrin.
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Figure 4. Roles of hinge loop. (A) Structures of GIuN2D LBD in complex with various ligands. Note that the confor-
mation of the L-glutamate-bound structure (cyan) is different from all the others. (B) Design of chimeric receptors be-
tween GluN2A and GIuN2D and deactivation speeds measured by whole-cell patch clamp. The horizontal scale bar
represents 2 sec for all traces, and the vertical scale bar represents ~200 pA for all traces.
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CONSTRUCTION AND FUNCTION OF GABA INHIBITORY

CIRCUITS IN NEOCORTEX

Z.).Huang Y.Fu Y. Lin H. Taniguchi
M. He J. Lu P.J. Tucciarone
S.K. Krishnan ~ A. Paul P.Wu
M. Lazarus R. Pike  X.Wu

We combine genetic, imaging, and physiology ap-
proaches to study the organization, function, and de-
velopment of neural circuits in cerebral cortex, focusing
on GABAergic inhibitory interneurons.

Genetic Dissection of the GABAergic
System in the Neocortex

In the mammalian neocortex, the delicate balance and
dynamic assembly of the functional architecture of neu-
ral circuits are achieved through a rich repertoire of in-
hibitory control mechanisms. A key obstacle to under-
standing cortical circuits is the diversity of GABAergic
interneurons, which poses general questions in neural
circuit analysis: How are diverse cell types generated and
assembled into stereotyped local circuits, and how do
they differentially contribute to circuit operations that
underlie cortical functions ranging from perception to
cognition? Using genetic engineering and the Cre/LoxP
strategy in mice, we have generated and characterized
~20 Cre and inducible CreER knockin driver lines that
reliably targeted major classes and lineages of GABAer-
gic neurons. More distinct populations are captured by
intersection of Cre and Flp drivers and by engaging lin-
eage and birth-timing mechanisms. Genetic targeting
allows reliable identification, monitoring, and manipu-
lation of GABAergic neurons, thereby enabling system-
atic and comprehensive analysis from cell-fate specifi-
cation, migration, and connectivity to their function in
networks and behavior.

Genetic Analysis of Chandelier Cells
during Cortical Circuit Assembly

We have genetically captured chandelier cells (CHC:s),
the most distinctive class of cortical interneurons. CHCs
exclusively innervate pyramidal cells at axon initial seg-
ments, the site of action potential generation. CHCs
may thus exert decisive control over pyramidal cell firing
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and thereby dynamically configure neural ensembles.
Because of their exceptional stereotypy and specificity,
genetic capture of CHCs establishes a powerful experi-
mental paradigm for studying their entire developmen-
tal history, from origin to function in cortical circuits.
We have found that CHCs undergo massive pruning in
both cell numbers and axons before the emergence of
characteristic chandelier arbors in the third postnatal
week. Conserved from mouse to humans, CHCs have
been implicated in several brain disorders including
schizophrenia and epilepsy. Alteration of CHCs, either
as a direct consequence of mutations or indirectly
through developmental compensation and maladapta-
tion, is likely a hallmark and a sensitive probe for de-
tecting aberrant cortical circuits in mouse models.
Genetic analysis of CHCs not only will provide a key
entry point to understanding the assembly and function
of cortical circuitry but will also shed light on the path-
ogenic mechanisms of neuropsychiatric disorders.

Role of GABA Transmission
Activity-Dependent Development
of Inhibitory Synapses

The synaptic connectivity of GABAergic interneurons in
the neocortex is often characterized by both specificity
and robustness. For example, basket interneurons selec-
tively target the soma and proximal dendrite (i.e., peri-
somatic region) of pyramidal neurons, and a single basket
cell innervates hundreds of pyramidal neurons with tens
of synapses on each target cell. Such specific and exuber-
ant patterns of synaptic innervation likely contribute to
the effective control of the output and synchrony of py-
ramidal neurons, but the underlying developmental
mechanisms are largely unknown. In the past year, we
have made significant progress in understanding how
GABA signaling, presynaptic GABA, receptors, and
neurexin (NRX)—neuroligin synaptic adhesion molecules
contribute to GABA-mediated regulation of inhibitory



synapse development. We found that developing basket
cell axons and presynaptic boutons are highly dynamic.
Interfering with GABA, receptor function by either an-
tagonists or single-cell knockout destabilizes nascent
GABAergic terminals. These results suggest that local ac-
tivation of presynaptic GABA, receptors stabilizes nas-
cent synaptic contacts and contributes to activity-de-
pendent regulation of inhibitory synapse development.
NRXs and neuroligins are key synaptic adhesion mole-
cules that also recruit synaptic signaling machineries.
NRXs consist of o and B isoforms, but how they couple
synaptic transmission and adhesion to regulate activity-
dependent synapse development remains unclear, in part
due to poor understanding of their cell biology and reg-
ulation in the relevant neurons. Here, we examined the
subaxonal localization, dynamics, and regulation of
NRX10t and NRX1 in cortical perisomatic inhibitory
synapses. Both isoforms are delivered to presynaptic tet-
minals but show a significant and different turnover rate
at the membrane. Although NRX1a is highly diffuse
along developing axons and filopodia, NRX1 is strictly
anchored at terminals through binding to postsynaptic
ligands. The turnover rate of NRX1J is attenuated by
neural activity and presynaptic GABA, receptors. NRXs
are thus intrinsically dynamic, but they are stabilized by
local transmitter release. Such an activity-adjusted adhe-
sion system seems to be ideally suited to rapidly explore
and validate synaptic partners guided by synaptic trans-
mission.

Impact of GABAergic Deficiency
in Synaptic Transmission and Behavior

A highly reproducible observation in schizophrenia (SZ)
is the reduction of mRNA for GAD67—the principle
enzyme for GABA synthesis in cortex—in certain types
of cortical interneurons, particularly those expressing
parvalbumin (PV). GADG7 expression is regulated by
cellular activity, and its reduction in schizophrenia is
most likely a downstream impact of reduced engage-
ment of the PV cell network. Because PV cells have an
important role in the generation and maintenance of y
wave activity, dysfunction in these cells is thought to
contribute to cognitive deficits in SZ, such as working
memory impairment. However, there are no effective
treatments to target GABA-system dysfunction in schiz-
ophrenia or to limit cognitive deficits in the disease. To
model the cell-type-specific changes observed in SZ, we
used a cre/lox system in mice to conditionally knock
down GADG67in PV cells. Virus-vector-mediated green
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fluorescent protein (GFP) expression was used for paired
recordings from PV to pyramidal cells and for behavioral
tests, including Y-maze spontaneous alternation to assess
working memory function.

In young mice, reduction of GADG67 in PV cells led
to weakened synaptic inhibition. Removal of one allele
of Gadl (heterozygote) led to a 33% reduction of
GADG7 in PV cells and further caused a supralinear
deficit in synaptic transmission. Young mutant mice
also demonstrated a behavioral phenotype, with re-
duced spontaneous alternation in the Y-maze. Addi-
tionally, pyramidal cells demonstrated hyperactive
spiking properties in response to current injection. In
adult mice, however, both the synaptic and behavioral
deficits had resolved, leading the mutant mice to be in-
distinguishable from controls in all measured parame-
ters. We therefore have demonstrated that GABA
deficiency does in fact lead to weakened synaptic trans-
mission, with a concurrent behavioral phenotype.
However, weakened inhibition in juvenile mice appears
to not produce any irreversible changes, as homeostatic
mechanisms were able to fully eliminate the impact of
this artificially induced GADG67 deficit. Our results
from this rodent study support that PV cell function,
or possibly GADG7 expression level itself, presents a
possible treatment target for cognitive dysfunction.

Cell-Type-Based Epigenomic Analysis
of GABAergic Neurons

A systematic understanding of gene expression profiles and
the epigenomes of different classes of interneurons during
development and in response to stimulus will yield fun-
damental insight into the genetic logic underlying the con-
struction and function of GABAergic circuits. A major
challenge in epigenomic analysis of mammalian brains is
cellular heterogeneity—distinct epigenomes are inaccessi-
ble to sequencing technology. Using genetic engineering
in mice, we are building a comprehensive tagging system
that allows purification of chromatin DNA, ncRNA (non-
coding RNA), and mRNA from genetically defined cell
populations from tissues. Genetic tagging of nucleic acids
is achieved by cell-type-specific expression of epitope-
tagged DNA- or RNA-binding proteins. DNA or RNA
species from a defined cell type are isolated directly from
tissue homogenates by affinity purification using antibod-
ies against the epitope tags or by fluorescence-assisted cell
sorting (FACS) of cells from dissociated tissues. We are
analyzing major GABAergic neuron types from several
cortical areas and across key stages of cortical development.
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microRNAs (miRNAs) regulate gene expression in a
sequence-specific manner and are implicated in devel-
opment and function of mammalian brain, but the cel-
lular heterogeneity impedes in-depth studies of miRNA.
We have established a cell-type-based “miRNA-tagging”
affinity purification method using a Cre-loxP binary sys-
tem in genetically engineered mice. We have demon-
strated the success of this method by profiling miRNAs
in major types of neurons in the mouse neocortex and
cerebellum using deep sequencing. We have discovered
highly distinct profiles of miRNA expression in different
cell types, novel miRNAs, and novel features of miRNAs
biogenesis. These tools will facilitate the functional stud-
ies of miRNAs in the brain.

A Novel Function of MeCP2
in mRNA Translation

MECP2 was identified as a nuclear methyl-CpG DNA-
binding protein and is best known as a regulator of tran-
scription and chromatin. Mutations in MECP2 are
linked to autism spectrum disorders, especially Rett syn-
drome (RTT), but the pathogenic mechanisms remain
elusive. Here, we report a translation regulatory function
of MECP2. MECP2 is detected in discrete puncta of the
neuronal cytoplasm, in brain polyribosomes, and inter-
acts with numerous messenger ribonucleoproteins with
translation regulatory functions. MECP2 further asso-
ciates with hundreds of mRNAs which, in its absence,
show altered protein levels. Importantly, actively trans-
lating mRNAs, but not the steady-state transcript levels,
show pronounced changes in the MeCP2-null brain.
MECP2-regulated mRNAs are involved in synaptic
transmission, cell signaling, and ion homeostasis and
likely contribute to a range of neural and physiological
processes deficient in RTT. Our results establish a novel
biological function of MeCP2 and implicate translation
regulation in RTT pathogenesis.

GABAergic Interneurons and
Neurodevelopmental Disorders

We are studying alterations of GABAergic inhibitory
circuits in mouse models of RTT, one of the autism
spectrum disorders, caused by mutations in the X-
linked gene MeCP2. Our general hypothesis is that
MeCP2 mutations perturb the postnatal maturation of
the connectivity, function, and plasticity in subsets of
inhibitory interneurons in distributed brain areas, lead-
ing to altered development and maladaptive plasticity

of neural circuits, and characteristic behavioral deficits.

Neuronal circuits in the brain are shaped by experi-
ence during “critical periods” in early postnatal life. In
the cortex, this activity-dependent development is co-
incident with the functional maturation of parvalbu-
min (PV*) GABAergic interneurons, although the
underlying mechanisms are unclear. We found that loss
of methyl-CpG-binding protein (MECP2) results in
accelerated maturation of PV* fast-spiking cortical in-
terneurons, likely resulting in a shift in critical period
onset using molecular markers and physiological pa-
rameters. Furthermore, loss of MeCP2in PV* interneu-
rons resulted in increased expression of the rate-limiting
enzyme GADG7, which synthesizes GABA, the major
inhibitory neurotransmitter in the brain. Previous stud-
ies from our lab have provided evidence for the role of
GABA signaling not only in mediating inhibitory trans-
mission, but also in regulating activity-dependent mat-
uration of inhibitory synapses and innervation patterns.
Our current results indicate a requirement for MeCP2
in regulating the development of activity-dependent
maturation of PV* GABAergic interneurons via
GADG7, which in turn innervate the perisomatic re-
gion of pyramidal neurons and control their output. As
MeCP2-null mice serve as a model for RTT, a devastat-
ing neurodevelopmental disorder, our findings provide
insight into the inappropriate synaptic plasticity under-
lying the pathogenesis of this disease.
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NEUROBIOLOGY OF COGNITION AND DECISION MAKING

A. Kepecs E. Demir D. Kvitsiani ~ S. Rengarajan
B. Hangya H.J. Pi J. Sanders
J. Hirokawa S. Ranade

We are interested in identifying the neurobiological
principles underlying cognition and decision making.
We use a reductionist approach, distilling behavioral
questions to quantitative behavioral tasks for rats and
mice that enable us to monitor and manipulate the neu-
ral circuits supporting behavior. Using state-of-the-art
electrophysiological techniques, we first seek to estab-
lish the neural correlates of behavior and then use mo-
lecular and optogenetic manipulations to systematically
dissect their underlying neural circuits.

Given the complexity of animal behavior and the dy-
namics of neural networks producing it, our studies re-
quire quantitative analysis and computational models to
guide and sharpen the neurobiological questions. In ad-
dition, we started incorporating human psychophysics
into our research to validate our behavioral observations
in rodents by linking them with analogous behaviors in
human subjects.

In terms of topics, our approach is multifaceted. We
study (1) the roles of uncertainty in decision making,
(2) the division of labor between cell types in prefrontal
cortex, (3) how the cholinergic system supports learn-
ing and attention, and (4) social decisions that rely on
shallow, stereotyped circuits. A unifying theme is the
use of cell-type-specific and pathway-specific perturba-
tions to effect gain and loss of function for specific be-
havioral abilities. Through such manipulations of
genetically and anatomically defined neuronal ele-
ments, we hope to identify fundamental principles of
neural circuit function that will be ultimately useful for
developing therapies for diseases such as schizophrenia,
Alzheimer’s disease, and autism spectrum disorder.

Role of Orbitofrontal Cortex
in Confidence Judgments

J. Sanders, J. Hirokawa, A. Lak, G. Costa [in collaboration
with Z.F. Mainen, Champalimaud Neuroscience Program,
Portugal]

If you are asked to evaluate your confidence in your de-
cision—how sure are you that you made the correct
choice—you can readily answer. What is the neural basis

for such judgments? Is knowledge about beliefs an ex-
ample of the human brain’s capacity for self-awareness?
Or is there a simpler explanation that might suggest a
more basic yet fundamental role for uncertainty in neu-
ral computation? Previously, we discovered neurons in
orbitofrontal cortex (OFC) that signal decision confi-
dence. We are pursuing these initial observations by try-
ing to establish that confidence-related neural activity in
the OFC is causally required for confidence judgments.

First, we established a new olfactory decision task for
rats, in which an estimate of decision uncertainty or con-
fidence about the original decision is turned into a be-
havioral action. We designed a task in which we could
measure confidence behaviorally on a trial-by-trial basis
in order to examine the neural mechanisms of confi-
dence judgments. To manipulate confidence, we used an
olfactory mixture categorization task in which we can
systematically vary decision uncertainty by changing the
ratio of the two components in the odor mixture. To
measure confidence, we delayed reward delivery after
correct choices and measured the time an animal was
willing to wait at the reward ports. This task allows us
to examine how the timing of the decision to leave the
reward port (“abort decision”) depends on the uncer-
tainty about the original decision.

Although we observed neural correlates of confidence
in OFC, it may be one of several nodes in a network sub-
serving confidence-guided decisions. Interestingly, how-
ever, several studies have shown that humans with OFC
lesions are insensitive to the degree of uncertainty, indi-
cating that the OFC may be causally involved in some
uncertainty-guided behaviors. Therefore, we hypothesized
that inactivating OFC leaves the odor-guided decision in-
tact while impairing the use of confidence-guided abort
decisions. To test this, we bilaterally implanted double
cannulae to temporary blockade neural activity in OFC.
We found that inactivation of OFC disrupted the de-
pendence of waiting time on decision confidence without
changing the accuracy of the sensory decision. These re-
sults establish, for the first time, that there is an anatom-
ical locus for confidence and that confidence reports and
the computation of decisions are distinct processes local-
ized to different brain regions.
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If OFC activity directly controls abort decisions,
then activation of the relevant neurons should trigger
aborting in rats. How might OFC activity directly in-
fluence behavior? We are currently testing the hypoth-
esis that a distinct output pathway from OFC is
responsible for initiating abort decisions. We use a viral
strategy to retrogradely deliver ChR2 to OFC neurons
from several known target areas with motor functions,
such as the striacum and the periaqueductal gray. Our
ultimate aim is to define a precise neural circuit for
computing and using decision confidence.

Confidence Judgments in Humans

J. Sanders

Methods for measuring decision confidence in humans
have traditionally been limited to various forms of ver-
bal reports and postdecision wagers. Our goal was to
develop a new confidence-reporting task that provides
both implicit and explicit measures of decision confi-
dence and is suitable for both rodents and humans in
order to make direct comparisons.

Toward this goal, we developed an auditory stereo
click train discrimination task in which subjects are
asked to report the side with the higher click rate. Our
implicit measure of confidence is based on the notion
that when confident, it makes sense to wait longer for
an uncertain reward. Preliminary results demonstrate
that both humans and rats optimize their decision-
making strategies in this task by adjusting this waiting
time measure to match the quality of sensory evidence.
In humans, we can also prompt subjects for explicit self-
reports of confidence (1-5 scale), and these correlate
with the implicit waiting time measure.

On the basis of these results, we are now in a posi-
tion to use these quantitative measures of decision con-
fidence for human studies, through collaborations,
using neuroimaging and genetic analysis. Aside from its
usefulness in human studies, by showing that a single
confidence measure is applicable to humans and ro-
dents, our results strengthen the case for using the rat
as a model system for studying decision confidence.

Auditory Sequences and Novelty
Processing in Hippocampus

J. Sanders

The hippocampus is thought to have a key role in
episodic memories, those linked to a specific time and

place, as well as in encoding the temporal order and fa-
miliarity of events. Electrophysiological studies in the ro-
dent hippocampus have traditionally focused on the
spatial correlates of neurons, characterizing them as “place
cells,” which represent unique spatial locations in space.
Although these neurons are known to exhibit a number
of nonspatial correlates as well, their responses to abstract
nonspatial attributes remain poorly understood.

We are studying the nonspatial correlates of hip-
pocampal neurons in head-fixed mice trained to listen
for a target sound following a sequence of eight unique,
natural sounds. We record single units from the CAl
subfield of hippocampus while head-fixed mice listen
to the familiar sequence, novel sequences, and a hybrid
sequence (familiar order, but interrupted by novel ele-
ments). We noted that many CA1 cells have short-la-
tency responses to sound onsets and signal abstract
attributes not explicitly present in the sounds them-
selves: temporal context, reward cues, and reward out-
come.

These results show that in a head-fixed setting, the
awake rodent hippocampus rapidly encodes abstract
properties of auditory events. Because most recordings
from rodent hippocampus describe neurons as “place
cells,” we are currently comparing the response of
sound-selective neurons to spatial cues. We expect that
these results will open a new avenue for exploring non-
spatial computations in the hippocampus.

Neural Circuit Dynamics of Genetically
Identified Interneuron Types
in Behaving Mice

D. Kvitsiani, S. Ranade [in collaboration with Z.J. Huang,
Cold Spring Harbor Laboratory]

The medial prefrontal cortex (mPFC) in humans and
rodents has been implicated in a variety of goal-directed
behaviors, including working memory, inhibitory re-
sponse control, and attentional set switching. Electro-
physiological recordings from the mPFC show great
diversity of neuronal responses to specific behavioral
variables. On the other hand, we know that the mam-
malian cortex is composed of variety of cell types
among which GABAergic interneurons exhibit the
largest diversity in connectivity, morphology, and in-
trinsic physiology. Does the anatomical and molecular
variety of interneuronal types map onto the diversity of
neuronal responses in behaving animals? To answer this
question, we developed a method to electrophysiologi-
cally record freely behaving animals from a genetically



defined neural population. Our method relies on com-
bining optogenetic tools with behavioral electrophysi-
ology. We focused on somatostatin (SOM)- and par-
valbumin (PV)-expressing interneurons that target, re-
spectively, the distal dendritic and perisomatic regions
of pyramidal cells and are thought to have complemen-
tary functions in regulating principal cell firing. We
used a simple auditory-cued reward anticipation task
where mice are trained to run back and forth on a linear
track and collect water rewards at the end of the track
by nose poking in the water port.

We found that the majority of PV and SOM neu-
rons showed distinct and homogeneous response pro-
files to behavioral periods when animals were initiating
the runs on a linear track shortly after reward consump-
tion. PV neurons abruptly ramped up their activity
while SOM neurons slowly decreased firing. We also
observed that artificially activating groups of PV and
SOM neurons provide respectively short and long in-
hibition to putative pyramidal cells, suggesting that
these two groups of interneurons are temporal special-
ists for inhibition.

The homogeneity of responses within PV and SOM
interneurons and their “inhibitory footprint” has strong
implications for mPFC circuit dynamics. We hypothesize
that SOM neurons are in a position to gate intracortical
inputs to layer-5 pyramidal cells. On the other hand, fast
and homogeneous modulation of PV interneuron firing
might provide a “reset signal” for ensembles of pyramidal
cells by synchronizing their activity.

Function of VIP Interneurons
in Cortical Microcircuits

H.J. Pi [in collaboration with Z.J. Huang, Cold Spring Harbor
Laboratory]

We are interested in understanding how the diversity
of cortical inhibitory interneurons underlies distinct
neural circuit dynamics that direct perception and be-
havior. As part of this project, we have begun to study
vasoactive intestinal peptide-expressing (VIP) interneu-
rons. Although VIP neurons constitute less than 2% of
the total cortical neuronal population, previous studies
indicate that VIPs might have a distinct function in the
local cortical column. VIP neurons are mostly bipolar,
and their processes are vertically oriented. Interestingly,
these neurons specifically target other inhibitory neu-
rons and avoid pyramidal cells. On the basis of these
ideas, we are currently testing the hypothesis that VIP
inhibitory interneurons provide local excitation to a
patch of cortex via disinhibition of other interneurons.
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Neural Representation of Social
Decisions and Rewards

E. Demir [in collaboration with R. Axel, Columbia
University]

Mice, like humans, are social animals. To interact, co-
operate, and compete with others, mice have to collect
information about each others’ identity, fertility, and
likely intent. We want to understand how social infor-
mation is represented, computed, and used by mice. In
rodents, a main source of information for social deci-
sion making and reward valuation is the chemosensory
system. These circuits tend to be shallow, from sensory
input to motor actions, and highly stereotyped, en-
abling the systematic dissection of this system.

We have begun our studies by recording from the me-
dial amygdala, the first brain region that combines in-
formation from the two olfactory systems, the main
olfactory system transducing volatile odors and the
vomeronasal system detecting behaviorally significant
chemical cues, such as pheromones. To deliver social
stimuli and determine their “value” for a mouse, we de-
veloped a new behavioral secup—the “mouse carousel.”
This system will improve stimulus delivery precision and
repertoire. In the future, we hope to find molecular
markers that will enable us to identify and record from
a specific population of neurons in the medial amygdala.

Addicted to Light: Optogenetic Control
of Dopamine during Behavior

S. Rengarajan

Dopaminergic neurons in the ventral tegmental area
(VTA) have been implicated in driving learning and re-
ward-seeking behaviors. Electrophysiological recordings
show that these neurons signal the discrepancy between
reward prediction and outcome, the “prediction error
signal,” a theoretically important variable for learning.
However, it is not known whether prediction error sig-
nals have a causal role in changing behavior.

To test this idea, we are using an optogenetic ap-
proach in behaving mice. We are using a two-choice
discrimination paradigm to test whether prediction
error signals influence updating in subsequent trials. To
control VTA firing, we implant fiberoptic probes in
TH-cre mice expressing either ChR2 or Arch to respec-
tively activate and suppress dopamine neuron firing.
Our hope is to artificially induce behavioral updating
by optical activation and suppress normal updating by
optical inhibition of dopaminergic neurons.



120  Research

Paying Attention to Light: Optogenetic
Dissection of the Cholinergic System
during Behavior

S. Ranade, H. Retallack, S. Rengarajan, J. Woldenberg,
B. Hangya

The cholinergic basal forebrain (CBF) is a vitally impor-
tant yet pootly understood neuromodulatory system that
is thought to have significant roles in cognitive functions
including attention. Projections of CBF innervate the
entire cortical mantle and release acetylcholine, which
enhances cortical processing. Although lesion studies and
pharmacology have delineated a role for acetylcholine in
attention, these techniques are lacking in spatial, tem-
poral, and neurochemical specificities. The goal of this
project is to understand the function of the CBF in at-
tention, using a powerful combination of molecular ge-
netic, electrophysiological, optogenetic, and psycho-
physical techniques.

We use a knockin mouse line (Chat-cre) to specifi-
cally target cholinergic neurons in the basal forebrain.
We can express optical activators/inactivators delivered
via viral vectors specifically in these neurons to manip-
ulate their activity with high spatiotemporal precision.
We have successfully developed visual and auditory ver-
sions of sustained attention tasks in mice. In this task,
mice report the occurrence or nonoccurrence of a rare
and unpredictable sound/light flash at two different lo-
cations to receive water. Performance of the task is an
indicator of attention. We are currently testing the
causal role of acetylcholine in this task by transiently
inactivating cholinergic neurons with light during be-
havior. We also plan to record the activity of “optoge-
netically tagged” cholinergic neurons in mice engaged
in this task to understand the response dynamics of
these neurons. In general, these tools enable an un-
precedented degree of mechanistic investigation of the
behavioral functions of the CBF system and provide an
entry point for future studies of cholinergic degenera-
tive diseases, such as Alzheimer’s disease.

Mechanisms of Cholinergic Modulation
in the Auditory Cortex

S. Ranade, T. Hromadka, B. Hangya [in collaboration
with T. Zador, Cold Spring Harbor Laboratory]

Acetylcholine (Ach) has profound physiological effects
on cortical neurons. For instance, electrical stimulation
of the nucleus basalis leads to desynchronization of the

cortical EEG. Cholinergic agonists increase firing rate,
decrease firing correlations between neighboring neu-
rons, and change the receptive field properties of corti-
cal pyramidal neurons.

What is the physiological mechanism by which Ach
modulates coritical neuronal firing? The goal of this
project is to investigate the cellular and circuit mecha-
nisms of cholinergic modulation of spontaneous and
stimulus-evoked activity of cortical neurons in Al. We
targeted the light activator, ChR2, to cholinergic neu-
rons (see previous section) projecting to Al to evoke
light-triggered release of Ach. Using this technique, we
observed the effects of Ach on auditory cortical re-
sponses. A high percentage of neurons increased their
firing rate in response to light activation and some also
showed changes in their auditory tuning curves. Using
cell-attached recordings, we now plan to investigate the
underlying cellular mechanism of cholinergic modula-
tion. Furthermore, by recording from identified cholin-
ergic neurons in awake mice, we would like to correlate
their firing with network states of neurons.

Rapid Light-Induced Transcription
in Mammalian Cells

A. Kepecs [in collaboration with F. Albeanu, Cold Spring
Harbor Laboratory]

Genetically encoded optical modulators have revolu-
tionized neuroscience. A serious impediment to their
use in probing neural circuitry during behavior is that
at present we cannot target them to functionally de-
fined neural populations—only to neurons defined by
genetic markers or anatomical projections. One way to
achieve functional targeting is to first use imaging tech-
niques to characterize a functional population of neu-
rons and then use light-activated transcription to
induce genetically encoded activity indicators and op-
tical modulators specifically in this functionally defined
neuron class.

Toward this goal, we are developing a genetically en-
coded light-induced transcription system that can be
used in the brain in vivo. We are presently testing a two-
component system that upon light activation would rap-
idly and persistently release a tTa driver to induce the
transcription of any construct under the tTA-responsive
promoter, tetO. In principle, this system is generic, and
therefore, depending on its efficiency and leak, we foresee
applications beyond neuroscience for precise spatiotem-
poral targeting of gene expression.
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THEORETICAL AND COMPUTATIONAL NEUROSCIENCE

A. Koulakov

Our laboratory develops mathematical models of neural
processing. We work in parallel on three important top-
ics. First, we are formulating a mathematical model for
combining genetic information and experience (nature
and nurture) during the development of neural connec-
tivity. Our model describes how genes can help build
neural networks and how neural activity adds a layer of
plasticity to the network topology that reflects learning
and experience. This model has been tested on simple
circuits that are formed in the visual system and can be
rewired using genetic, surgical, and pharmacological
manipulations.

Second, we have been developing the neural network
theory for olfactory processing. Our theory attempts to
describe the olfactory space, which has been an elusive
concept that excites the imagination of chemists, neu-
roscientists, and experimental psychologists alike. In our
theory, we attempted to link several levels of olfactory
perception: chemical, genetic, neural, and perceptual.
Our main result so far has been the mapping between
chemical and perceptual spaces that was established on
the basis of a database of human olfactory responses. We
have developed a robust description of the human per-
ceptual olfactory space. This description is analogous to
understanding the main directions in the human color
space, i.e., red, green, and blue. These main perceptual
dimensions can be understood in terms of properties of
the underlying chemical compounds, at least, on the
level of correlation. We also proposed a network theory
for information processing in the olfactory bulb. We
suggest that the granule cells, the inhibitory neurons of
the olfactory bulb, form representations of smells using
the network implementation of sparse overcomplete
representations. Granule cells are remarkable because,
unlike most of the neurons in the adult mammalian
nervous system, they are continuously replaced by the
new neurons produced from the neural stem cells.

Third, we have been working on the mathematical
description of adult neural stem cell differentiation and
proliferation in hippocampus.

These models can describe the evolution in time of
various markers that experimental researchers use to
study the division/differentiation cascade. By compar-
ing the computational/theoretical models to experi-
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mental data, one can understand changes occurring in
neurogenesis due to aging and antidepressant therapies.

Competition Is a Driving Force
in Topographic Mapping
A. Koulakov [in collaboration with C. Pfeiffenberger,

J.W. Triplett, J. Yamada, B.K. Stafford, D. Feldheim,
University of California, Santa Cruz]

Connectivity in the brain is established on the basis of
chemical labels and structured activity. For the two-di-
mensional, topographically organized projection from
the retina to the superior colliculus (SC), the Eph family
of receptor tyrosine kinases and their ephrin ligands
exert the role of chemical labels. Despite specific effects
of receptor activation on retinal axons, axons respond to
relative levels, rather than absolute levels, of chemical la-
bels, which endows the mapping mechanism with sub-
stantial robustness. However, it is not known how axons
compare global levels of chemical labels. Here, we pres-
ent experimental and compurational evidence that inter-
axon competition has a nonredundant role as a mapping
mechanism for the retinocollicular projection. We in-
vestigated topographic maps in the SC of Math5 mutant
mice in which the overall number of retinal axons is se-
verely reduced. We showed that topographic maps are
substantially distorted under conditions of reduced
competition (Fig. 1). RGC axons project almost entirely
to the anterior-medial portion of the SC where repulsion
from ephrin-A ligands is minimized and where their at-
traction to ephrin-Bs is maximized. We conclude that
chemical labels alone do not instruct the formation of
the map. We provide a mathematical model for topo-
graphic mapping that incorporates molecular labels,
neural activity, and axon competition.

The Structure of Human Olfactory
Space of Mixtures

A. Koulakov [in collaboration with A. Enikolopoyv,
D. Rinberg, HHMI Janelia Farm]

We investigated the responses of human observers con-
tained in the atlas of human character profiles (AOCP)



Figure 1. As the number of retinal cells is progressively decreased
in the model, the projection from retina to the superior colliculus
(SO) of the midbrain deforms until only a part of the target is filled
with axons (top right). The case of ~5% of retinal cells present
corresponds to the phenotype observed in Math5~ knockout
mice, in which retinal progenitors produce only 5% of the nor-
mal number of neurons. The structure of retinocollicular connec-
tivity observed in these animals is consistent with the results of
the model shown here (top right). This argues strongly in favor of
the mechanism involving competition among axons for space
and trophic factors in the target. Chemical labels alone (Eph re-
ceptors and ephrins) cannot enforce the correct connectivity.

by Andrew Dravnieks. We have shown previously that
146D profiles of odorants that represent the responses
of human observers to a variety of monomolecular odor-
ants can be accurately described by a two-dimensional
curved manifold. Here, we investigate the responses of
human subjects to the set of 15 mixtures contained in
the same database. The particular question that we ad-
dress is whether the percepts of mixtures (the mixture
space) reside close to the olfactory space determined
from the monomolecular odorants. We show that in-
deed the mixture space can be predicted by the percepts
of monomolecular odorants. The important difference,
however, is that the mixture space contains one extra di-
mension compared to monomolecular odorants. Thus,
approximating 146-dimensional profiles of monomol-
ecular odorants with the two-dimensional curved man-
ifold allows us to include 51% of variance contained in
the data. In the case of mixtures, the same amount of
variance can be explained by a three-dimensional curved
space. One extra dimension, however, is predicted by
the small residual fluctuations of monomolecular per-
cepts around the two-dimensional curved monomolec-
ular space. We conclude that the responses of human
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Figure 2. Structure of human olfactory space. Odors (crosses)
cluster around a two-dimensional curved surface in the percep-
tual space. The two-dimensional surface exists in a 146-dimen-
sional space of various perceptual descriptors. The parameters
defining the positions on the surface (X and Y) are related to the
molecule’s chemical composition and hidrophobicity.

observers to mixtures can be found to be low dimen-
sional and predictable from the percepts of monomole-
cular odorants.

Sparse Incomplete Representations:
A Novel Role for Olfactory Granule Cells

A. Koulakov [in collaboration with D. Rinberg, HHMI Janelia
Farm]

Mitral cells of the olfactory bulb form sparse represen-
tations of odorants and transmit this information to the
cortex. The olfactory code carried by the mitral cells is
sparser than the inputs that they receive. In this study,
we analyzed the mechanisms and functional significance
of sparse olfactory codes. We consider a model of the ol-
factory bulb containing populations of excitatory mitral
and inhibitory granule cells. We argue that sparse codes
may emerge as a result of self-organization in the net-
work, leading to the precise balance between mitral cells’
excitatory inputs and inhibition provided by the granule
cells. We propose a novel role for the olfactory granule
cells. We show that these cells can build representations
of odorant stimuli that are not fully accurate. Due to
the incompleteness in granule cell representation, the
exact excitation-inhibition balance is only established by
some mitral cells leading to sparse responses. Our model
suggests a functional significance of the dendrodendritic
synapses that mediate interactions between mitral and
granule cells. The model accounts for the sparse olfac-
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tory code in the steady state and predicts that transient
dynamics may be less sparse.

Disposable Tissue Hypothesis: A New
Model for Hippocampal Neurogenesis

A. Koulakov [in collaboration with G. Enikolopov, Cold
Spring Harbor Laboratory]

New neurons are continuously generated throughout
the life of an animal in at least two areas of the mam-
malian brain: olfactory bulb and hippocampal dentate
gyrus. Hippocampal neurogenesis dynamically re-
sponds to a multitude of extrinsic stimuli and may be
important for behavior, pathophysiology, brain repair,
and the response to drugs that modulate mood. New
neurons are produced from a limited population of
stem cells whose number declines with age. What fac-
tors determine the rate of decline in the hippocampal
stem cell population? How can the rate of production
of new neurons be varied? In this study, we have shown
that soon after a stem cell is used for production of new
neurons, it becomes an astrocyte, i.e., leaves the pool
of neuroprogenitors. Therefore, one can think of the
stem cells as disposable: Once they are used, they can-
not be reused again. The decline in the number of stem
cells therefore occurs in a use-dependent manner. Does

this mean that the more neurons produced, the faster
the stem cells are lost? Not necessarily. The sequence of
transformations that a cell must undergo before it be-
comes a new neuron is very complex. One of the steps
involves an intermediate form of neuroprogenitors that
are called amplifying cells. These cells divide rapidly,
about once per day, to make more neurons. It turns out
that antidepressant drugs, such as Prozac, affect the di-
visions of the intermediate amplifying cells without
much impact on primary (disposable) stem cells. To-
gether with experimental group of Grisha Enikolopov
at CSHL, we have developed a computational model
for the division/differentiation cascade that leads to the
production of new neurons. Comparing the computa-
tional model to experimental results leads to detailed
information about the changes occurring in the neuro-
genesis cascade due to antidepressant drugs, aging, and
other therapies. Our approach will provide unique in-
sights to the computational properties of the neural
stem cells and their importance for mental health.
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THE FUNCTION AND PLASTICITY OF CENTRAL SYNAPSES
IN ANIMAL MODELS OF PSYCHIATRIC DISORDERS

B.Li S. Ahrens S. Liu
H. Chae R. Paik
K. Delevich  Z. Perova
H. Li M. Wang

Research in my laboratory is directed toward under-
standing the synaptic mechanisms of aberrant behavior
in animal models of psychiatric disorders. Synaptic plas-
ticity is believed to serve as the cellular mechanism for
learning and memory, and impairments in this process
have been linked to psychiatric disorders, including
schizophrenia and depression. We use rodent models of
these disorders, and employ a number of complemen-
tary methodologies, including behavioral assays, elec-
trophysiology, two-photon imaging, in vivo circuit tracing,
electrical deep-brain stimulation, molecular genetics, and
optogenetic techniques, to address questions in three
major areas: (1) the synaptic mechanisms of depression;
(2) the synaptic mechanisms underlying normal adap-
tive behaviors, such as resilience to depression or be-
havioral flexibility; (3) the synaptic mechanisms of
schizophrenia.
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The Synaptic Circuitry of the Lateral
Habenula and Behavioral Depression

The cellular basis of depressive disorders is poorly under-
stood. Recent studies in monkeys indicate that neurons
in the lateral habenula (LHb), a nucleus that mediates
communication between forebrain and midbrain struc-
tures, can increase their activity when an animal fails to
receive an expected positive reward or receives a stimulus
that predicts aversive conditions (i.e., disappointment or
anticipation of a negative outcome). LHb neurons project
to and modulate dopamine-rich regions such as the ven-
tral-tegmental area (VTA) that control reward-seeking
behavior and participate in depressive disorders. Our
study shows in two learned helplessness models of depres-
sion that excitatory synapses onto LHb neurons project-

Figure 1. Increased excitatory synaptic transmission onto VTA-
projecting LHb neurons in the learned helplessness models of
depression. (a) Examples of mEPSCs recorded from VTA-project-
ing LHb neurons (VTA-p) from wild-type (WT), cLH, cLHms, and
aLH animals. (b) Means (bars) and individual recordings (circles)
of mEPSC frequency from VTA-projecting LHb neurons in differ-
ent groups of animals. (Left) (WT) 2.4 + 0.3, n = 65 (6 animals);
(cLH) 4.0 £0.7, n= 85 (8 animals), p < 0.05, bootstrap; (cLHms)
4.7 £0.7, n=70 (8 animals), p < 0.001, bootstrap. (Right) (WT)
1.8+£0.2, n=19 (4 animals); (aLH) 3.9 £ 1, n = 24 (4 animals),
p < 0.05, bootstrap. (c) Frequency distribution of mEPSC frequen-
cies of all cells recorded exhibited bimodal distribution. (d) The
cumulative probability of mEPSC frequency of VTA-projecting
LHb neurons in different groups of animals (p < 0.05, K-S test
comparing WT with any other groups). (e) The amplitude of
mEPSC was not different among different animal groups (p > 0.3,
bootstrap).
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ing to the VTA are potentiated (Fig. 1). Synaptic poten-
tiation correlates with an animal’s helplessness behavior
and is due to an enhanced presynaptic release probability.
Depleting transmitter release by repeated electrical stim-
ulation of LHDb afferents, using a protocol that can be ef-
fective in depressed patients, dramatically suppresses
synaptic drive onto VTA-projecting LHb neurons in
brain slices and can significantly reduce learned helpless-
ness behavior in rats (Fig. 2). Our results indicate that in-
creased presynaptic action onto LHb neurons contributes
to the rodent learned helplessness model of depression.

Depression and Resilience: The Role
of the Medial Prefrontal Cortex

We are testing the hypothesis that normal synaptic plas-
ticity in neurons of the medial prefrontal cortex

Figure 2. DBS in LHb suppresses excitatory synaptic transmission
and reverses learned helplessness. (a, Left) Example EPSPs
(paired-pulses) recorded from a VTA-projecting LHb neuron be-
fore (1), during (2), and after (3) stimulation mimicking DBS. Ar-
rows indicate when paired-pulses were given. (Right) Average
EPSP slope at indicated time points: (1) before (first pulse 1.1 +
0.1; second pulse 0.9 £ 0.1; n = 6 [4 animals]); (2) during (first
pulse 0.2 £ 0.07; second pulse 0.03 + 0.03), p < 0.001 for both
pulses compared with those in 1; (3) after (first pulse 1.2 £ 0.3;
second pulse 0.9 £ 0.2) DBS. (b) A schematic diagram showing
the experimental procedures. (c) Lever presses (left) and test com-
pletion time (right) for animals that received DBS or sham stimu-
lation in the LHb, or DBS in the LPLR (lateral postthalamic nuclei,
laterorostral), before (baseline), or after DBS of different intensi-
ties. DBS in LHb (n = 9): Lever press baseline 1.2 £ 0.4; 150 uA
session 3.9 + 1; 300 pA session (n = 8) 5.8 + 2. Test completion
time baseline 19.9 £ 0.4; 150 pA session 17.1 = 1; 300 LA ses-
sion (n = 8) 15.4 + 2. Sham (n = 14): Lever press baseline 1.8 +
0.5; 150 pA session 2.4 £0.9; 300 pA session 2.4 £ 1. Test com-
pletion time baseline 19.2 £0.5; 150 uA session 18.7 +0.9; 300
UA session 18.5 £ 1.1. DBS in LPLR (n = 7): Lever press baseline
0.4 £ 0.2; 150 pA session 2 = 1; 300 nA session 1.1 £ 0.3. Test
completion time baseline 20.6 = 0.2; 150 A session 19 = 1.2;
300 pA session 19.9 + 0.3. For DBS in LHb group, *p < 0.05
compared with baseline. Sham and DBS in LPLR group: p > 0.05
for both measurements at both sessions compared with baseline
(bootstrap). (d) Immobility during FST. DBS Day 1: 0.06 £ 0.01,
Day 2:0.06 £0.01, n=9; Sham Day 1: 0.05 £0.01, Day 2: 0.17
+0.05, n=10; DBS vs. Sham in Day 2: ***p < 0.001, bootstrap.
(e) Representative cresyl violet staining of coronal brain sections;
arrows indicate electrode track in the LHb (upper) or LPLR
(lower). All error bars represent s.e.m.

(mPFC) has an important role in behavioral flexibility
and resilience to depression, whereas its impairments
lead to behavioral depression. The mPFC has been im-
plicated in executive function and behavioral flexibility.
Recent studies suggest that mPFC is critical in the de-
termination of whether an organism has control over a
stressor. Rats with inactivated mPFC are prone to be-
havioral depression induced by stressors (Amat et al.,
Nat Neurosci 8: 365371 [2005]). Aberrant activity of
the mPFC also accompanies clinical depression, and
deep-brain stimulation in mPFC leads to remission of
treatment-resistant depression (Mayberg et al., Neuron
45: 651-660 [2005]). However, the cellular processes
in mPFC accompanying behavioral depression are not
clear. The cellular mechanisms in mPFC that underlie
controllability—therefore affording resilience to behav-
ioral depression—are also unknown.



To determine cellular activity in the mPFC in differ-
ent groups of animals, we measured c-Fos expression in
the infralimbic (IL) and prelimbic (PL) regions of the
mPFC. We found that in the learned helplessness (LH)
model of depression, neurons in the mPFC were acti-
vated. After the LH procedure, animal behavior diverged
to become either depressed or resilient to depression. In-
terestingly, the resilient animals had significantly en-
hanced neuronal activation compared with depressed
animals, indicating an active coping process. Further ex-
periments are needed to examine whether deferential
plastic changes in the synapses onto mPFC neurons in
response to stress are critical in determining an animal’s
susceptibility or resilience to behavioral depression.

The mPFC and lateral habenula are synaptically
connected and belong to a synaptic circuitry strongly
implicated in depression. The first and second projects
are integral components of a synergistic effort aimed at
a more complete understanding of the synaptic and cir-
cuitry mechanisms underlying depression.

Genetic Deficiency, Glutamatergic
Hypofunction, and Schizophrenia

In this project, we are studying the genetic causes of
glutamatergic hypofunction, a pathological process be-
lieved to contribute to the etiology of schizophrenia.
We first focus on ErbB4, a gene that has been linked to
both schizophrenia and bipolar disorder. We choose to
study brain circuits that have the highest levels of
ErbB4 expression.

The thalamic reticular nucleus (RT) is critical in
processing and filtering sensory stimuli. It is thought
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to have an important role in attention, and impairment
in RT function has been implicated in psychiatric dis-
orders such as schizophrenia. RT neurons, which are
exclusively GABAergic, receive glutamatergic inputs
from the cortex and thalamus and send projections to
the thalamus where they modulate the activity of thal-
amic relay neurons. Interestingly, RT neurons are highly
enriched in ErbB4. Previous studies indicate that ErtbB4
controls glutamatergic synapse maturation and plastic-
ity. On the basis of these findings, we hypothesize that
ErbB4 controls the development and function of glu-
tamatergic synapses in RT neurons, thereby controlling
the normal function of the RT—thalamic circuitry in at-
tention. To manipulate ErtbB4 function specifically in
the RT, we took advantage of the observation that so-
matostatin (SOM) expression perfectly matches that of
ErbB4 in the RT, but not in other brain areas including
cortex and hippocampus. By crossing the SOM-Cre
line with the ErbB4°'°* animals, we have generated
SOM_ErbB4~~ mice in which the ErbB4 gene is selec-
tively ablated in SOM-positive neurons. We are cur-
rently examining the potential synaptic changes in RT
neurons in these animals and testing the role of the RT-
thalamic circuitry in a behavioral task designed to
specifically test attentional modulation of behavior.
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INTEGRATIVE SYSTEMS NEUROBIOLOGY

P. Mitra H. Cox ]. Jones V. Pinskiy A. Weber
O. El Demerdash J. Kulkarni T. Pologruto  C. Wu
P. Grange S. Mukhopadhyay  D. Prevzner
G. Havkin J. Novy A. Tolpygo

Obur basic research philosophy is to combine theoreti-
cal, computational, and experimental approaches for
the study of complex biological systems, with a partic-
ular focus on neurobiological questions. Efforts in our
group fall into three main areas: informatics, theory,
and experimental work.

Our neuroinformatics research involves the applica-
tion of analytical tools to large volumes of neurobiolog-
ical data, as well as the development of informatics
infrastructures for data and knowledge integration. Our
study in the area of theoretical engineering applies the-
ories developed in human-engineered systems to study
the theoretical principles underlying biological systems.
The final area of our research is experimental and has
previously consisted of collaborative studies in multiple
species including Drosophila, zebra finch, macaque mon-
key, and human infants. We are now undertaking a
major in-house experimental project to generate the first
brainwide mesoscale connectivity map in the mouse.

Continuing in our laboratory in 2010 are Pascal
Grange (postdoctoral fellow), Jamie Jones (laboratory
technician), Jayant Kulkarni (postdoctoral fellow), San-
dra Michelsen (administrator), Vadim Pinskiy (graduate
student), and Caizhi Wu (research associate). Swagatam
Mukhopadhyay (postdoctoral fellow), David Prevzner
(laboratory technician), Alex Tolpygo (laboratory tech-
nician), Gregor Havkin (informatics manager), Osama
El Demerdash (analyst), Wen Huang (graduate student),
Joshua Novy (laboratory technician), Andrew Weber
(laboratory technician), Zhen Gong (graduate student),
Linzie Wood (project assistant), and Thomas Pologruto
(consultant) joined us this past year.

We also have close collaborative ties with multiple re-
search groups at CSHL and other institutions, which cur-
rently include Dr. Nicholas D. Schiff at the Weill Medical
School of Cornell University, where Dr. Mitra is an adjunct
associate professor; a consortium of zebra finch researchers;
an integrative analysis of memory formation in Drosophila
with Josh Dubnau at CSHL; the Brain Architecture Proj-
ect, with collaborators at multiple institutions, notably
Harvey Karten (University of California, San Diego),
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Kathy Rockland (Massachusetts Institute of Technology),
and Michael Hawrylycz (Allen Institute of Brain Research);
and a collaboration with Gregory Hannon at CSHL on

improving next-generation sequencing technologies.

Mouse Brain Architecture Project

V. Pinskiy, A. Tolpygo, C. Wu, P. Grange, J. Jones, D. Prev-
zner, A. Weber, J. Novy, G. Havkin, O. El Demerdash

Brain function is determined by its circuitry, but very
little is known about how the mammalian brain is con-
nected. We have set out to address this problem in the
Mouse Brain Architecture Project, in which we are
comprehensively determining the patterns of neural
connectivity between brain regions.

We have obtained two National Institutes of Health
(NIH) grants (a Transformative-R01 and an RC1 Chal-
lenge Grant) that are running concurrently to produce
the connectivity map. The RC1 grant is to produce a
connectivity draft for wild-type C57BL/6] mice and to
align these results to the Allen Brain Adas. The initial
draft of a connectivity atlas will be available by fall or
winter of 2011. The T-RO1 grant will be used to increase
the sample size and coverage and to compare connectivity
maps of schizophrenia and autism mouse models to a
reference connectivity map in the C57 mouse brain.
These data and the data analysis tools will be released on
the Mouse Brain Architecture project website.

This project is now in full production phase. The
pipeline to process tissue from tracer-injected mice
through to image analysis is fully functional and all
equipment has been integrated into a Laboratory Infor-
mation Management System (LIMS). This was devel-
oped in-house and serves as an electronic lab notebook,
facilitates quality control procedures, and is also the meta-
data repository that will be finally published on the web.

Our plan involves grouping injections into major brain
systems (i.e., cortical areas, basal ganglia, thalamus, hy-
pothalamus, etc.). Each injection site yields information
about the other regions of the brain projecting to and



from the injected region. We are incorporating specific
advice from anatomists who specialize in these individual
areas, in terms of injection strategies and interpretation
of results. The initial 200 injection sites consist of a set
covering the cortex in a defined grid. CTB (cholera toxin
B), BDA (biotin dextran amine), fluorescent-modified ra-
bies viruses, and AAV (adeno-associated virus) will be the
initial tracers. We have already injected more than 400
production animals at 100 different sites.

For these experiments, a computer-guided apparatus
for stereotactic injections into the mouse brain has been
developed. A laser scanner of the mouse skull, assembled
by Vadim Pinskiy and Thomas Pologruto, gives rise to
a profile of the surface of the skull of the live animal. A
reference atlas of the mouse skull was provided by Mark
Henkelman (Mouse Imaging Center, University of
Toronto). A registration algorithm developed by Pascal
Grange allows us to align the skull and to work out its
variation in size relative to the reference. The injection
is guided accordingly. The method was presented at the
Society for Neuroscience meeting in November 2010.

Other improvements to the pipeline include devel-
opment of an embedding system that consistently ori-
ents the brains for sectioning and allows two brains to
be sectioned simultaneously. We have also developed a
Giemsa counterstain for the BDA and CTB tracers. This
increases the signal/noise ratio for the diaminobenzidine
(DAB) staining and subsequent registration. A set of
Nissl-stained sections for each brain will be used to cap-
ture the cytoarchitecture. All of these improvements to
the pipeline increase both the throughput rate and the
proper segmentation of individual brains and registra-
tion to a common atlas space. The 20-uM brain sections
are imaged using an automated microscope and new and
updated software has been written to aid with data crop-
ping, transfer, and storage. This will be incorporated
into the LIMS and used for quality control of the tissue
samples and data analysis. Other software components,
currently under development, will take the stacks of dig-
itized microscopy images and perform segmentation and
three-dimensional reconstruction to reconstitute the
three-dimensional brain. This brain volume is then reg-
istered with the Allen Reference Adas (ARA) (Fig. 1).

Although the total amount of data generated by the
project is expected to be large (terabytes to petabytes),
we expect that the principal challenges will be in terms
of software to enable suitable compression schemes to
permit effective transmission through the Internet
(which remains a low-bandwidth medium), as well as
suitable visualization and search tools. The Allen Insti-
tute has extensive experience in this domain, and Dr.

Neuroscience 129

Mitra has established a collaborative relationship with
Dr. Mike Hawrylycz at the Allen Institute.

The preliminary data will be made available to the
research community via an informatics platform (along
with basic informatics tools to query, organize, visual-
ize, and manage the data). We have implemented soft-
ware to transform proprietary image data into readable
and web-compatible formats and are beginning to as-
semble the hardware and software infrastructure for
sharing image data with collaborators and the outside
world. We anticipate that the data set produced will be
important for analysis of many kinds, and we expect to
be actively engaged in new analyses even beyond the 5-
year grant period. The availability of public data sets
and open-source duplicable pipeline technologies will
potentially impact the entire neuroscience community.

We are additionally developing a novel technique for
assaying long-range connectivity in the human brain
and are pursuing the aims of mining and integrating
information about brain connectivity from the research
literature using computational linguistics techniques.
Finally, this project has also benefited from a summer
course that Dr. Mitra cofounded at CSHL in the be-
ginning of June 2010. Through this project, Cold
Spring Harbor Laboratory has become a leading center
for filling the critical knowledge gap urged by Dr.
Crick, and championed by Jim Watson.

For more information, see the Brain Architecture
Project website: htep://brainarchitecture.org

Analysis of Gene Expression
in the Mouse Brain
P. Grange

We are determining networks of spatial coexpression in
the brain, of addiction-related genes. An initial list of
more than 400 genes related to addiction was compiled
from on-line databases. For each pair of genes in the
list, the spatial overlap between gene expression patterns
across the brain was computed. The resulting coexpres-
sion networks of genes can be rendered graphically—
genes with similar expression energies appear as
clustered nodes. These graphs have been made available
online to the research community. This project was sup-
ported the NIDA grant 1R21DA027644-01, Co-ex-
pression networks of addiction-related genes.

We also developed numerical methods to rank genes
and sets of genes as markers of brain regions. Localiza-
tion scores for individual genes are available online
(www.addiction.brainarchitecture.org, which also shows
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Figure 1. Examples of processed materials from the pipeline. Cholera toxin, subunit B (A,C E) and retrograde mutant
rabies virus (B,D,F) were injected into the caudoputamen of 56-d-old C57BL/6 mice (two separate animals; tracer in-
jection placed in right caudate close to the labeled sections). (A, B) Full coronal sections containing tracer label, (C,D)
presence of retrograde labeled neurons in both ipsilateral and contralateral cortex, consistent with known bilateral
projections from cortical pyramidal cells to caudoputamen, (E,F) individual labeled neurons.

results of the coexpression study described above). Op-
timal sets of genes with coefficients determined by lin-
ear-algebraic methods can have much higher scores than
individual genes. These results were presented for 12
major brain regions at the Society for Neuroscience
meeting in November 2010. Results for finer brain par-
cellations are being prepared for publication. In collab-
oration with Claudio Mello (Oregon Health and
Science University), we are determining whether mouse-
brain-region markers show a similar pattern of gene ex-
pression in the zebra finch brain. Such comparisons will
provide quantitative tests of hypotheses regarding con-
servation of brain regions during evolution.

We are also determining the evolutionary ages of genes
cataloged in the Allen Institute mouse brain atlas, with
the goal of discovering whether there are correlations be-
tween the spatial pattern of gene expression in the brain
and their evolutionary ages. We intend to provide evolu-
tionary age as an added layer of information to brain-spe-

cific genes, with the hope of understanding whether
major anatomical regions of the brain have characteristic
signatures in the profile of evolutionary ages of their rep-
resentational genes. For this purpose, two separate data
sets of orthologs from published work are being used—
the OMA data set and the Ensembl data set. The former
is a comprehensive list of all orthologs found among
~1000 species, including ~100 eukaryotes. By grouping
genes into sets of first appearance of homologs in major
phylogenetic taxa, we are able to order genes in the set
being analyzed by evolutionary age. Integrating this in-

formation with the gene expression data is in progress.

Next-Generation Sequencing: Data Analysis
S. Mukhopadhyay

We are working on analytic methods for improving ge-
nomic analyses, using a next-generation sequencing plat-



form (single-molecule real-time sequencing, Pacific Bio-
systems). In collaboration with the McCombie lab at
CSHL, the objectives of this project are to investigate
error profiles in sequencing results and to improve base-
calling algorithms by modeling the physical processes in-
volved in polymerase kinetics and signal from the
fluorescent-tagged (phospholinked) nucleotide incorpo-
ration. The short-term goal includes developing algo-
rithms for direct detection of DNA modifications by
utilizing their signatures on polymerase kinetics. We are
in the process of developing new tools for the various se-
quencing methods used in the platform, such as Strobe
sequencing and Circular Consensus sequencing. Our
long-term goal is to use the single-molecule signature of
polymerase kinetics to refine our understanding of poly-
merase motor itself.

Multimedia Signal Processing
for Quantative Phenotyping
in Autism Spectrum Disorders
Z. Havkin

We have been studying phenotypes of autism spectrum
disorders (ASDs) with support from the Simons Foun-
dation Autism Research Initiative (SFARI). The work has
focused on the application of multimedia signal process-
ing (MMSP) techniques to audiovisual recordings of
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ASD patients made during the administration of a stan-
dardized diagnostic instrument (the Autism Diagnostic
Observation Schedule). The ultimate goal of this research
is to objectively determine early-age ASD phenotypes, as
it has been previously shown that early diagnosis and in-
tervention leads to substantially improved outcomes.

Our key clinical collaborators are Woodfords Family
Services in Maine and the Autism & Communication
Disorders Center at the University of Michigan. We
will be applying our MMSP techniques to their longi-
tudinal studies which include ASD patients, non-ASD
patients, and typically developing peers.
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IDENTIFICATION OF DISRUPTED BRAIN CIRCUITS IN MOUSE
MODELS OF AUTISM AND SCHIZOPHRENIA

P. Osten Y. Bao R. Palaniswamy  K.U. Venkataraju
L. Kadiri ~ N. Takada D. Xu
Y. Kim J. Taranda L. Zhang

What causes autism and schizophrenia? It is well estab-
lished that both disorders are highly heritable, and today,
geneticists are uncovering the relevant susceptibility genes
and loci. The wealth of genetic data, however, does not
guarantee rapid progress in understanding the disease
mechanisms. In fact, the susceptibility genes comprise a
heterogeneous group that includes genes regulating tran-
scription, protein degradation, synaptic signaling, and
cell adhesion. What do these genes have in common?
How can we best progress from identifying genes to test-
ing therapeutic strategies?

We have developed a high-throughput pipeline of
methods that can be used to systematically search for
changes in brain functions in mouse models carrying
genetic mutations linked to autism and schizophrenia.
Our current work aims at identifying disrupted brain
circuits that lie downstream from awutism genes. Once
such circuit deficits are known, we and others can focus
on determining the underlying cellular and molecular

mechanisms. Importantly, the same methods that we
use to discover disrupted circuits in the mouse brain
can be also used to screen drugs that eliminate the ab-
normality and restore normal functions. Our approach
thus uniquely links basic and translational research,
promising rapid progress from mechanistic studies to
testing therapeutic strategies.

Sectioning-Based Serial Two-Photon
Microscopy

A novel imaging technique, which we termed section-
ing-based serial swo-photon (SSTP) microscopy, is a key
part of our experimental approach (Fig. 1). The SSTP
microscope, developed in a collaboration with Tissue-
Vision, Inc. (Cambridge), works as follows: (1) A top
view of a fixed mouse brain is imaged as a mosaic of
20X objective fields of view (“tiles”), (2) a built-in vi-
bratome cuts off the imaged top region, and (3) the cy-

Figure 1. SSTP microscopy. (A) Microscope scheme. The x-y-z stage moves the brain under the objective, so that
the top view is imaged as a mosaic. The stage also moves the brain to the vibratome for sectioning. (B) An example
of a GFP (green fluorescent protein) mouse brain imaged in 280 coronal sections.
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cles of mosaic imaging and sectioning are repeated.
Once all data are collected, image-processing and brain-
morphing algorithms are used to assemble the three-di-
mensional brain volume for data analysis (Fig. 1).

Transgenic “Indicator” Mice

To study mouse brain functions by SSTP microscopy,
we use transgenic indicator mice expressing GFP as a
reporter of neural activation, such as c-fos-GFP mice
expressing GFP from the promoter of the activity-reg-
ulated immediate early gene (IEG) c-fos. These mice
enable visualization of brain activation at cellular reso-
lution in response to behavioral tasks or applications
of drugs, such as the antipsychotic drug haloperidol
(Fig. 2).

The use of SSTP microscopy to screen brain circuits
in genetic mouse models of autism involves (1) breed-
ing of the selected mouse models with the indicator c-
Jfos-GFP mice and (2) analysis of c-fos-GFP activation
in the mouse offspring. We have initiated work on five
mouse models of autism: 16p11.2 deletion and dupli-
cation mice generated by our collaborator Alea Mills at
CSHL and previously published Neuroligin R451C,
Neuroligin 4 knockout, and CNTNAP2/Caspr2
knockout mice. We currently focus on two questions.
We are testing a hypothesis that autism susceptibility
genes cause an imbalance in brain excitation and inhi-
bition, which leads to higher propensity for seizures and
contributes to disruptions of brain circuits relevant to
autism manifestation. In a parallel set of experiments,
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Figure 2. Brain activation in mice in-
jected with (A) saline or (B) haloperi-
dol (1 mg/kg). (O) Preliminary quantita-
tion of c-fos-GFP-positive neurons be-
tween the two conditions in individual
coronal sections. The asterisk marks
the approximate position of prominent
c-fos-GFP induction in the striatum

(B,O.

we are testing a hypothesis that the functions of brain
circuits involved in mediating social interactions are dis-
rupted downstream from autism candidate genes. The
aims of both experiments are (1) to find differences in
brain functions between mutant and wild-type litter-
mates and (2) to compare these differences between dif-
ferent mutants in order to identify common disruptions
downstream from multiple autism genes.

Anatomical Tracing and
Electrophysiology

Our current work focuses on identification of brain areas
and circuits disrupted in five genetic mouse models of
autism. Once such regions are found, our next step is to
use electrophysiology and anatomical mapping to study
in detail the cellular mechanisms underlying the circuit
deficits. Electrophysiological experiments are done in
vitro in acute brain sections and in vivo by whole-cell
recording in anesthetized mice. Anatomical mapping is
done using traditional tracers, such as virus-vector-based
GFP expression for anterograde tracing and cholera
toxin B for retrograde tracing (Fig. 3).

Summary

We hope that our work will provide better understand-
ing of neural circuit disruptions underlying autism and
schizophrenia and lead to therapeutic developments in
the future.
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Figure 3. Retrograde tracing with Alexa-conjugated CTB. (A) Overview of the injection area. (B) Injection area of
the barrel cortex (1) and retrogradely connected cortical areas (2-4). (C) Enlarged views of the marked areas.
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RARE STRUCTURAL VARIATION IN THE GENOME

AND ITS ROLE IN HUMAN DISEASE

J.Sebat M. Kusenda V. Vacic
D. Malhotra K. Ye
S. McCarthy  S. Yoon

The major focus of our laboratory is to identify genetic
causes of mental illness using a successful approach that
we pioneered: high-resolution analysis of rare copy-
number variants (CNVs) in the human genome. We
have developed an experimental design that allows us
to identify rare mutations that confer high risk for dis-
ease. Our approach is to screen the genomes of patients
with schizophrenia and bipolar disorder to identify
deletions and duplications of the DNA that disrupt
genes. These mutations are subsequently tested for as-
sociation with disease in families and in large samples
of patients and healthy individuals. This approach is
based in part on the findings of our previous genetic
studies of autism spectrum disorders (ASDs), which es-
tablished an important role for rare spontaneously oc-
curring CNVs in the etiology of ASDs. With support
from the Stanley Foundation, we have now successfully
applied this approach to studies of schizophrenia and
bipolar disorder, and our work has already had a signif-
icant impact on the field. Our findings, coupled with
studies by other groups, have shown that rare CNVs
have an important role in the genetics of psychiatric
disorders. Furthermore, we have shown that a substan-
tial number of the risk variants detected in the DNA
of patients are not inherited from a mother or father
but instead occur by spontaneous mutation. Most in-
dividual CNVs that have been definitively identified to
date increase risk of mental illness by 210-fold, strongly
suggesting that these mutations have a causal role.

Analysis of Copy-Number Variation
in Schizophrenia
V. Vacic, S. McCarthy

Studies by our group and others have demonstrated that
individually rare structural variants contribute to risk of
schizophrenia (SZ) and other neurocognitive disorders.
Multiple studies have now shown that the mutational
burden of rare structural variants is significantly greater
in patients with SZ than in healthy controls. In addition,
specific loci have been identified where structural muta-

tions are significantly associated with SZ. For example,
large deletions at 1q21.1, 15q13.3, and 22q11.2 have
been shown to confer substantial risk of SZ. A recent
study by our group has found that microduplications of
16p11.2 are significantly associated with SZ (Fig. 1, Table
1; see McCarthy et al., Nar Gener 41: 123 [2009]). The
SZ-associated regions described here confer significant
risk. For instance, the observed odds ratios for the mi-
croduplication of 16p11.2 range from 8.3 to 25.8.

These findings suggest that rare structural variants
have a role in the etiology of SZ. Furthermore, evidence
suggests that little of the overall contribution of rare
CNVs to SZ can be explained by the handful of loci
described above (Sebat et al., Tiends Genet 25: 528
[2009]). We hypothesize that genetic risk of SZ consists
in part of rare variants, and these risk alleles involve
many different genes. Analysis of structural variation in
larger samples is required to definitively identify novel
CNV risk factors.

In an effort to identify novel CNV risk factors in
SZ, we have recently carried out a two-stage study of
copy number variation, using a primary sample of 742
cases and 856 controls scanned in the Nimblegen HD2
platform, and using as a replication data set CNV calls
made from the GAIN and MGS studies of SZ and the
International Schizophrenia Consortium (ISC). The
replication sample consisted of 7488 cases and 6689
controls, bringing the combined sample size to 8230
cases and 7545 controls.
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Figure 1. Detection of 16p11.2 microduplications by MeZOD.
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Table 1. Duplications and Deletions at 16p11.2 among Persons with Schizophrenia and Controls

Subjects  Deletions Duplications

Series Diagnosis (n) n % n % OR (95% CI) P value

Primary schizophrenia 1906 1 0.05 12 0.63 24.8(3.3,199) 1.2x10°
controls 3971 3 0.08 1 0.03

Replications schizophrenia 2645 0 0.00 9 0.34 8.4(1.3,50.5) 0.022
controls 2420 1 0.04 1 0.04

Combined  schizophrenia 4551 1 0.02 21 0.46 14.5(3.3,62.00 4.3x10°
controls 6381 4 0.06 2 0.03

In the first stage, we screened the primary sample for
CNVs that are present in multiple cases and not present
in a sample of matched controls. After eliminating
CNVs that were less than 100 kb in size and CNVs that
did not impact genes, we identified a total of 66 unique
target loci. To measure statistical association in the
replication sample, we tested the difference in locus-
based mutational burden between cases and controls
using a Fisher’s exact conditional test. In this study, all
of the previously identified loci described above showed
a statistically significant association (data not shown).
In addition, duplications at a single 7q36.3 region was
significantly associated with SZ after correction for the
66 loci tested (o0 = 0.0008).

The 7q36.3 region represents a novel locus that
confers significant risk of SZ (see Table 2). This finding
serves to highlight novel genes within the region. One
of particular interest is the vasointestinal peptide re-
ceptor 2 (VIPR2). VIPR2 is a class II G-protein-cou-
pled receptor that is activated by both vasoactive
intestinal peptide (VIP) and pituitary-adenylyl-cyclase-
activating polypeptide (PACAP). VIP and PACAP
have been shown to have wide pharamacological effects
and biological functions. Notably, PACAP is involved
in pain-related behavior, psychomotor functioning,
and memory performance. PACAP-deficient mice dis-
play increased locomotor, exploratory and explosive
jumping activity, and a deficit in prepulse inhibition
of the acoustic startle response, all of which are atten-
uated by risperidone. In addition, within the suprachi-
asmatic nucleus, VIPR2 is required for maintenance of
normal circadian rhythms.

Investigating the Role of Rare CNVs
in Bipolar Disorder
D. Malhotra

Our research in bipolar disorder (BD) aims to make a
significant contribution to the field in two ways: by im-
proving the scientific understanding of BD through ge-
netic studies and by creating a novel genomic resource
for geneticists. To these ends, we have initiated a genetic
study, the genetics of early-onset mania (GEM). The
goals of our genetic study of bipolar disorder are (1) to
perform genome-wide analysis of copy-number varia-
tion in bipolar families, (2) to assess the overall contri-
bution of de novo and inherited mutations in sporadic
and familial BD, and (3) to identify novel candidate
genes for further study.

Central to this study is the recruitment of new bipo-
lar families who will form the GEM family collection.
GEM is unique from other family collections in that a
significant fraction of patients are “sporadic” cases and
a significant fraction of patients are young at onset
(AAO < 18). This new collection will be made available
to the scientific community where we anticipate it will
become a valuable resource for researchers who are in-
terested in investigating genetic and epigenetic causes
of bipolar disorder.

We have completed a preliminary analysis of data from
our genetic study of BD (described in this report), and
these data showed that rare structural variants, including
de novo mutations and inherited CNVs, contribute to
BD. We have performed an analysis of de novo CNVs in
families and observed a higher rate of de novo mutation

Table 2. Significant Association of 7g36.3 Microduplications with Schizophrenia

Primary sample

Replication sample

Locus CNV type cases controls cases controls OR (96% Cl) replication P value
7936.6 duplication 2 0 12 0 INF (3.3, INF) 0.0002
2p16.3/NRXNT1 deletion 2 0 14 2 6.4 (p1.7, INF) 0.0022
3929 duplication 2 0 8 0 INF (2.0, Infinity) 0.0049




in BD compared to healthy controls. Furthermore, we
observed a higher rate of de novo mutation in sporadic
cases as compared to patients with a family history of
mental illness. These results provide strong preliminary
evidence that de novo CNVs contribute in part to the ge-
netics of BD. A majority of these mutations involve genes,
thus highlighting strong candidate regions for further
study. In addition, we have performed an analysis of rare
inherited CNVs in families. These results provide prelim-
inary evidence for the increased mutational burden of rare
inherited CNVs in BD.

Analysis of Structural Variation
in the 1000 Genomes Project
S. Yoon, K. Ye

The primary goal of this project is to define genome-
wide patterns of structural variation by high-resolution
analysis of CNV using two advanced technologies: mi-
croarray comparative genomic hybridization (CGH)
and next-generation sequencing (NGS). We have a
complete collection of all primary data for the project,
including a total of more than 500 HapMap samples.
We have begun the process of validating CNVs and
genotype calls and have designed a custom Agilent array
containing dense coverage of ~800 common CNVs and
an additional set of rare inherited and de novo CNVs.
Microarray CGH analysis will be performed on
HapMap samples using this custom array to validate
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our CNV calls and to better define the breakpoints of
variants identified in this study.

Through our participation in the 1000 genomes
project, we have performed an analysis of structural
variation in whole-genome sequence data on multiple
individuals. For these studies, we developed a novel
method for detection of CNVs based on coverage
depth: event-wise testing (EWT). This call set is cur-
rently being integrated with CNV call sets from multi-
ple groups using complementary approaches. These
results will constitute the first official data release of the
1000 genomes pilot project, which will tentatively be

published in late fall.
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NEURAL CIRCUITRY FOR SOCIAL COMMUNICATION

D. Eckmeier
R. Hu

S.Shea H. Demmer
J. Dos Santos

The overarching research goal in our laboratory is to
understand how processing in specific brain circuits
works to support natural communication behaviors.
We aim to reveal neural mechanisms that allow organ-
isms to detect and recognize familiar individuals, to
gather information about their identity and social sta-
tus, and to select appropriate behaviors. Mice are capa-
ble of acquiring detailed profiles of one another from
the smells and sounds experienced during their social
encounters. These dossiers may include information on
a mouse’s sex, genetic identity, reproductive state, levels
of distress or sexual interest, or even recently consumed
foods, details that are indispensable for survival and
mating success. Initially, we are working to understand
the neuronal activities and mechanisms in primary sen-
sory brain areas that support these forms of communi-
cation. In the future, we anticipate moving deeper into
the brain to ascertain where the sensory data from those
regions are collected and integrated into hormonal and
electrical signals that promote appropriate behavioral
choices.

The scientific benefit of this approach is twofold.
First, we want to identify fundamental principles of
how the brain controls complex behavior. To this end,
it is our belief that the nervous system’s function is best
interpreted in the context of the behaviors it was evo-
lutionarily designed to perform. Thus, it is advanta-
geous to use natural behaviors such as intraspecific
communication. Second, impairment of social percep-
tion and cognition is a core feature of autism spectrum
disorder (ASD); for example, patients may have diffi-
culty perceiving and interpreting communication ges-
tures such as speech, facial expressions, and “body
language.” This broad feature is recapitulated in many
mouse models of ASD that carry genetic variants iden-
tified in human ASD populations. Therefore, if we can
ascertain the neural circuit substrates of social behavior
in normal mice, we can make and test predictions for
how the circuitry is affected in the mouse models. The
results are likely to tell us more about the synaptic mod-
ifications that occur in human autism.

There are three broad areas of research in the lab.
One concerns olfactory communication and memories
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for familiar individuals. Another direction is an exam-
ination of vocal (auditory) communication between
mother mice and their pups. Our final avenue of study
involves recording from neurons in awake, behaving an-
imals to reveal the neural encoding of social cues during
a live encounter with another mouse.

Noradrenaline and Memories
for Familiar Individuals

H. Demmer, D. Eckmeier, J. Dos Santos

How do we remember individuals who we have previ-
ously encountered? Substantial evidence indicates that
many animals remember each other based on olfactory
cues. Memories are especially strong for individuals en-
countered during key life events such as mating with a
new partner or the birth of a litter of young. These im-
portant events typically evoke massive release of the neu-
rochemical noradrenaline (NA), initiating a heightened
state of emotion and arousal. This surge appears to cause
long-lasting modifications to the responses to odorants
in the olfactory bulb, which is the first processing station
for scent in the mammalian brain. Indeed, it was hypoth-
esized that the coincidence of an odor stimulus with a
surge of NA is minimally sufficient to store a memory.
We exploited the intimate relationship among NA, ol-
factory bulb activity, and behavior to create and study
olfactory memories in the anesthetized mouse. We dis-
covered that, indeed, when NA release is evoked by stim-
ulating locus coeruleus, the source of most NA, while the
sleeping mouse sniffed an odorant, neural responses to
that odor underwent specific long-term alterations. Re-
markably, once awake, the mouse’s subsequent behavior
toward the odorant was also changed. In other words,
the mouse seemed to remember the odor and treat it as
though it were familiar.

The ability to induce ethologically relevant memories
under anesthesia opens up exciting possibilities for ob-
serving the synaptic mechanisms underpinning such
memories using advanced techniques that are currently
impossible in behaving animals. For example, we are be-
ginning to use a variety of imaging approaches in genet-



ically modified mice during memory formation. These
experiments will allow us to separately visualize olfactory
bulb input and output as well as wide-scale neuronal
populations to ascertain how and where NA-dependent
plasticity is coordinated and interacts among neuronal
populations. We are also beginning to use high-resolu-
tion electrophysiological techniques, targeted to specific
cell types in order to build a circuit picture of how dif-
ferent olfactory bulb cell types adapt their firing to result
in long-term changes to circuit output.

How are olfactory memories for individuals stored
mechanistically among the specific synaptic connec-
tions of the various neuronal types in the olfactory
bulb? To answer this question, this year in our lab, Dr.
Heike Demmer developed techniques for making tech-
nically challenging targeted recordings from a specific
type of inhibitory neuron (granule cells) whose func-
tion remains mysterious. She then made these record-
ings during the induction of NA-dependent plasticity
to examine how they contribute to memories. The data
suggest that these cells not only participate in storing
olfactory memories, but do so in surprising and com-
plex ways. Although we anticipated that the granule
cells might increase their activity to suppress responses
to remembered odors, we found the opposite was true
(Fig. 1). One interpretation is that NA input uncouples
granule cells’ synaptic output from their action poten-
tial firing. This unique property could be an important
factor in maintaining memory specificity.

How are changes in the firing rate of olfactory bulb
neurons read out by deeper stations in the brain? It has
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been hypothesized that NA may modulate behavior by
suppressing input to downstream targets that mediate
innate behavioral responses. To begin testing this hy-
pothesis, Julien Dos Santos made recordings from some
of these deep-brain structures including the bed nucleus
of the stria terminalis and the medial amygdala. He was
able to demonstrate that these regions respond robustly
to biologically important stimuli such as urine from the
opposite sex and predator odors. This work sets the
stage for examining how NA shapes these responses and
relating these effects to different behaviors.

Vocal Communication between
Mothers and Pups
R. Hu

Far outside the range of our hearing, in the ultrasound
range, mice are constantly holding conversations with
one another in a language that is poorly understood at
best. Many types of vocalizations are emitted by males
and females, juveniles and adults, in a variety of behav-
ioral contexts. We would like to better understand the
perceptual significance of these calls to the mice and
how they are used to guide behavioral choices.

One form of vocalization that is actually reasonably
well understood is the ultrasonic distress vocalization
(USV). Young mice prior to vision and full mobility
will occasionally become separated from the nest. This
is stressful for them and they will therefore call out to
their mother with a very-high-frequency peep. New
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Figure 1. Granule cell interneurons of the main olfactory bulb show long-term suppression of odor responses after
locus coeruleus (LC) stimulation. This figure depicts the effects on a granule cell’s odor responses of electrical LC
stimulation (which releases NA) paired to that odor. (Left panel) Two PSTHs showing the pre- and poststimulation
response of the granule cell to the odor. (Right panel) A plot of response strength (spikes/s above baseline) for each
of 120 consecutive trials of odor presentation with the shaded region denoting the period of LC stimulation pairing.
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mothers develop sensitivity to these cries and respond
by moving toward their source (phonotaxis) to retrieve
the pup. Mothers will also approach a speaker emitting
playback of synthetic calls, providing a simple assay for
their perception of manipulated calls. Such experiments
suggest that there are sharp limits to the types of sounds
that will elicit phonotaxis, possibly implying a neural
selectivity mechanism that creates a perceptual bound-
ary between pup distress cries and other sounds and vo-
calizations. Moreover, nulliparous females who have
never given birth do not show approach responses to
pups or their calls, suggesting that the underlying neu-
ral responses may also differ.

To begin to search for such neural correlates of ma-
ternal behavior, Ruilong Hu, a summer URP student,
made recordings from the auditory cortex of mothers
and naive nulliparous females and assessed the response
to a series of synthetic pup calls. He found that neurons
in the auditory cortex of mothers were much more
sharply tuned to pup-call frequencies as compared to
the neurons of naive females (Fig. 2). These data imply
that somehow maternal experience rewires the brain to
more optimally discriminate biologically important
stimuli. How is this neural selectivity constructed at the
synaptic level? We have hypothesized that the answer
critically involves intracortical inhibitory processing.
Therefore, we are using optogenetic techniques to in-
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activate inhibitory inputs to ultrasound-sensitive neu-
rons to assess their necessity for proper auditory pro-
cessing.

Neural Activity during Social Encounters

D. Eckmeier

We are building a setup for recording individual neu-
rons during social encounters and other behavioral as-
says involving the perception of social and nonsocial
information. There are two broad related goals to this
approach. The first goal is to examine the encoding of
social information such as body odors and vocalizations
in primary sensory structures of awake animals. We hy-
pothesize that activity in response to these signals may
be labile to associative learning, attention, and arousal
which we may be able to manipulate in the context of
social encounters. The second goal is to record from
neurons in deep-brain neuromodulatory centers during
these encounters as well. Neurons that release noradren-
aline and dopamine are likely responsive to social sig-
nals and may modulate encoding of sensory data and
associative plasticity. Understanding the context-depen-
dent activity patterns of these neurotransmitters is
therefore critical to developing models for how they af-
fect behavior.
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Figure 2. Auditory cortical neurons in mothers show greater spectral selectivity for USV frequencies
than neurons in naive females. (Left panel) A schematic representation of the bandpass noise stimuli
that were randomly presented to anesthetized mothers and naive females during recordings of au-
ditory cortical neurons. (Right panel) Neurophysiological results. As more low-frequency content
was added to the stimulus, responses in mothers dropped off precipitously, demonstrating that these
neurons are more selective for USV content. All responses were normalized to the response to the

narrowest band stimulus.
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NEURAL CODING AND MEMORY FORMATION IN THE DROSOPHILA

OLFACTORY SYSTEM

G. Turner R. Campbell

E. Gruntman

T. Hige
K. Honegger

The brain has a tremendous capacity to form many
highly accurate memories; it is precisely this facility that
is lost in diseases such as Alzheimer’s and other demen-
tias. Our overall goal is to understand how brain areas
involved in learning and memory represent different
stimuli with distinct patterns of neural activity and how
these activity patterns are modified by learning.

We use the olfactory system of Drosophila as a model
for investigating these questions. Our research focuses
mostly on a brain area involved in learning and memory
known as the mushroom body (MB), which is analogous
to the olfactory cortex in the mammalian brain. To un-
derstand how olfactory information is represented in the
MB, we monitor neural activity using both electrophysi-
ological and functional imaging techniques. We have
found that MB neurons are extremely odor selective in
their responses. This high selectivity is a general feature of
brain areas involved in learning and memory, including
the hippocampus and cerebellum. Using the simplicity
and genetic manipulability of Drosophila, our goal is to es-
tablish how this specificity arises and how it is maintained
in the face of learning-related changes. The extremely pow-
erful genetic tools in Drosophila enable us to manipulate
neural activity in precisely defined ways that help us to un-
derstand how this circuit functions. For example, by con-
trolling activity of the neurons immediately presynaptic to
the MB, we can determine how MB neurons integrate dif-
ferent inputs and establish the number, strength, and dy-
namics of the synaptic connections across these layers.
Using this type of approach, we are currently evaluating
how MB response properties arise and how they are mod-
ified by the action of important neuromodulatory systems.
Additionally, extensive genetic studies of olfactory learning
and memory have identified many of the genes involved
in learning and memory; one of our goals is to understand
how these molecules affect network-level activity.

Functional Imaging of Population Coding
in Olfaction: Neural Activity to Perception
R. Campbell, K. Honegger

A central goal in systems neuroscience is to understand
the relationship between neural activity and sensory
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perception. How different do two response patterns
have to be in order to be perceived as distince? This dif-
ference can be considered a unit of the neural code: the
smallest difference in activity that the animal can per-
ceive. We have addressed this question in the olfactory
system of Drosophila, focusing on a brain area known
as the MB, which is essential for learned olfactory dis-
crimination. Using imaging techniques to track more
than half the population of MB neurons, we address
this question with a completeness not currently feasible
in mammalian systems.

We compared behavioral measures of olfactory dis-
crimination with neural activity patterns monitored
using calcium imaging. Flies were trained to form a
Pavlovian association with one odor and then to choose
between the trained odor and a different odor in a T
maze. To track neural activity, we targeted expression
of the calcium sensor, GCaMP 3.0, specifically to MB
neurons using genetic tools available in Drosophila. We
used two-photon imaging to record activity patterns,
incorporating a piezoelectric z-motor to image the en-
tire MB in a three-dimensional volume during a single
odor presentation. This approach enabled us to rou-
tinely monitor neural activity of most MB neurons. By
measuring odor responses on a trial-by-trial basis, we
could accurately quantify response variability. This en-
abled us to construct an algorithm to classify odors
based on the patterns of active neurons, taking into ac-
count the noise inherent in neuronal responses.

MB odor responses were sparse, consistent with elec-
trophysiological recordings. Different monomolecular
odors could be readily distinguished from one another
based on activity patterns, even when odors evoked ex-
ceptionally similar patterns of activity in the population
of olfactory receptor neurons. Behavioral tests showed a
similar level of discriminability. We then tested a series
of progressively similar binary blends of odor, which en-
abled us to construct a psychometric curve characterizing
discriminability as a function of stimulus similarity. We
established a corresponding neurometric curve describ-
ing our ability to classify odors based on those activity
patterns. There was a close correspondence between the
neurometric and psychometric curves, indicating that



we can interpret the patterns of MB activity in naive flies
in a way that accurately predicts how finely they can
learn to discriminate odors. Overall, our results show
that small differences in input are nevertheless easily dis-
tinguished in the MB population, a transformation that
likely underlies accurate information storage.

Robustness of Sparse Coding in the
Drosophila Mushroom Body
K. Honegger, R. Campbell

Theoretical work suggests that sparse representations
are useful for learning and memory because they enable
synaptic changes to modify representation of one stim-
ulus without interfering with another. However, an im-
portant underlying assumption is that these sparse
representations are robust to natural variations in the
stimulus. There are two broad challenges to maintain-
ing a sparse representation: variations in stimulus in-
tensity and variations in stimulus complexity. We have
examined how the sparse, specific MB responses are
maintained in the face of these challenges.

We examined robustness to stimulus intensity by lin-
early varying odor concentration across two orders of
magnitude. We found that in general, responses are ex-
tremely similar across different concentrations, a useful
feature that would enable odor recognition indepen-
dent of intensity. Interestingly, there is a form of plas-
ticity that sets this invariance: When the same odor is
presented in a series of pulses of steadily increasing con-
centration, the MB response appears to be completely
concentration invariant. When pulses are steadily de-
creasing, however, response strength is proportional to
odor concentration. This suggests that when traveling
up a concentration gradient, the MB only conveys in-
formation about odor identity, perhaps to confirm that
the odor is still present, whereas decreasing odor inten-
sity should be readily detectable by neurons down-
stream from the MB.

To evaluate the effects of stimulus complexity, we
tested responses to multicomponent odors, including
naturally occurring smells. Several considerations sug-
gest that natural odors may evoke responses in the MB
fundamentally different from those produced by
monomolecular odorants. In other systems such as vi-
sion, it is the stimuli that have meaning to the animal
that evoke strong responses in neurons at the deeper lay-
ers. Studying deeper olfactory areas with monomolecu-
lar odorants the animal has never before encountered
may have led to an impoverished view of MB response
properties. Additionally, our observations that individual
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Kenyon cells (KCs) integrate input from several different
projection neurons (PNs) (see below) raise the possibil-
ity that many KCs respond selectively to odor blends,
such as natural odors. In contrast to these expectations,
we find that natural odors evoke responses that are com-
parably sparse and selective to responses to monomole-
cular odorants.

Additionally, imaging allows us to determine whether
odor responses are in some way spatially clustered, with
pockets of dense activity. In earlier layers of the olfactory
system, there is a clear spatial organization of responses;
however, in the MB, no obvious structure exists and re-
sponses appear to be distributed randomly. We also
ruled out the possibility that MB neurons are spatially
arranged according to their odor-tuning properties. Al-
together, these results are consistent with the notion that
the MB is a purely associative area: Natural stimuli that
have intrinsic meaning do not elicit qualitatively distinct
responses from monomolecular stimuli nor is there any
obvious spatial segregation based on odor response pref-
erences that would suggest olfactory information is
channeled into distinct anatomical pathways.

Integration Properties of MB Neurons

E. Gruntman

The nervous system has to represent a large number of
different stimuli using a relatively small number of neu-
rons. At the sensory layer, combinatorial coding by large
ensembles of neurons enables a small number of cells to
represent a much larger number of different stimuli. In
deeper layers, sparse representations by highly stimulus-
selective neurons can ensure that similar stimuli evoke
markedly distinct patterns of activity, a feature thought
to be important for accurate memory formation. The
olfactory system in Drosophila melanogaster displays
these fundamental characteristics: The olfactory receptor
neurons represent odors combinatorially, and they are
maintained as functional units by projecting to form
synapses in distinct glomeruli within the second layer of
the system, the antennal lobe. At the third layer, a learn-
ing and memory area termed the MB, neurons known
as KCs are highly stimulus specific and odor responses
are relatively sparse in this population.

One hypothesis for how KCs achieve their high odor
specificity is that they integrate across several different
input channels and require the combined activity of
those inputs in order to spike. Projection neurons from
the second layer of the system relay information from
distinct glomeruli to the KCs; however, it is yet un-
known whether each individual KC receives informa-
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tion from the same glomerulus, thus acting as an am-
plifier, or from different glomeruli, acting as an inte-
grator.

We expressed the calcium sensor GCaMP3.0 in sin-
gle KCs and used two-photon imaging to monitor the
olfactory responses of individual dendritic sites in a liv-
ing fly. This enabled us to construct an odor-tuning
curve for each dendritic input site. By comparing tun-
ing curves for different sites, we directly tested whether
KCs integrate combinations of different inputs and
whether the integration is a prerequisite for a spiking
response. Our results suggest that some KC types inte-
grate information whereas others mainly amplify. We
also found that KC spiking requires simultaneous acti-
vation of most of the input units. By integrating across
different input channels, KCs in effect read the combi-
natorial code of the earlier layers.

Decoding Sparse Representations
T. Hige

Sparse representations are useful for learning and mem-
ory, but how do downstream neurons integrate this in-
formation? Ultimately, the information in layers with
sparse representations has to be converted into a behav-
ioral response. How does this process occur and how
do neurons downstream from a sparsely responding
brain area integrate that in