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Chapter 1

Introduction

1.1 Overview

The diversity of forms and lifestyles among living organisms, and the processes by which it has been generated, have long been a source of fascination and puzzlement. Since Darwin and Wallace, we have come to view this diversity as the result of evolutionary processes, driven by gradual change under the directing forces of natural selection. However, the precise mechanisms underlying evolutionary change have proven elusive. In particular, explaining the diversity of animal forms in terms of the evolution of developmental processes has long been a daunting question for embryologists. With the advent of molecular biology in the 20th century and a deeper comprehension of the genetic mechanisms that specify development, there has been a renewal of interest in these questions, and this novel perspective has led to a better understanding of developmental evolution. A certain number of fundamental principles have emerged regarding animal development and the processes by which it evolves.

Development in metazoans is orchestrated by the execution of complex gene regulatory programs encoded in the sequence of the genome. The expression of thousands of loci, in a precise temporal sequence and in well-defined spatial patterns, establishes and progressively refines the patterning of embryonic structures. Beyond this organizing function, gene expression also specifies the progressive differentiation of cells throughout the embryo into increasingly specialized cell types, ultimately imparting upon them the particular phenotypic traits that underlie their biological functions. This staggeringly complex decision-making process is integrated into large gene regulatory networks. The highly hierarchical structure of these networks reflects the causal relationships between series of developmental events, as well as their temporal order of occurrence. Indeed, the processes of developmental control are best described as cascades of decisions that progressively specify the fate of individual cells, and thus restrict the sets of choices available to them at subsequent stages. Decrypting the structure and function
of developmental gene regulatory networks is therefore crucial to our understanding of development, yet at this point both the nature of the genes involved and the mechanisms that regulate their activity remain insufficiently characterized.

Although our knowledge of the genes that control development has expanded dramatically since the first pioneering insights into developmental genetics, recent studies of transcription in higher eukaryotes have revealed tremendous complexity. The transcriptomes of various organisms have been found to comprise an unexpected diversity of protein-coding and non-coding transcripts, and it is now apparent that transcription pervades much of genomic space. Classical protein-coding loci often generate multiple transcript isoforms through alternative splicing and other processes, and also give rise to overlapping transcripts that do not seem to encode polypeptides. Genomic intervals between protein-coding loci, long thought to consist of largely inert "junk DNA", have been shown to produce large numbers of non-coding transcripts. Although there has been much debate regarding the potential functions and biological relevance of pervasive non-coding transcription, in recent years a large body of work has provided overwhelming evidence that much of it does have biological functions. Whether and how such transcripts participate in the control of development is currently the subject of intense investigation.

Transcriptional regulation is thought to play a crucial role in the developmental control of gene activity in metazoans. Genetic and biochemical studies over the last decades have illuminated the molecular processes through which such regulation can be achieved. Transcription from individual promoters is regulated primarily by the binding of sequence-specific transcription factors at cis-regulatory elements such as enhancers or insulators, and functional interactions between multiple factors underlie the complex computations performed by these regulatory elements. Although the characterization of well-defined model systems has yielded many significant insights, our understanding of the mechanisms underlying transcriptional control remains limited. On a more global level, establishing how these mechanisms are integrated across genes into complex coordinated networks is a central problem in systems biology. Large-scale studies of developmental gene expression, along with the functional dissection of large numbers of individual regulatory elements, will be necessary to achieve a global understanding of developmental processes.

In accordance with its critical role in controlling development, changes in transcriptional regulation have long been postulated to be important drivers of developmental evolution. The unique properties of regulatory changes, as opposed to changes in protein-coding sequences for instance, also seem
to make them attractive candidates from a theoretical standpoint. And indeed, detailed studies of the evolution of developmental and morphological phenotypes have often traced the genetic causes back to regulatory mutations. More recently, genome-wide surveys of regulatory sequences have also revealed fast evolutionary dynamics in diverse lineages. Together, these observations suggest that regulatory variation should be of particular relevance to the evolution of development and organismal phenotypes. However, the precise molecular mechanisms underlying regulatory variation, their effects on gene expression, and the types of genes that are most often affected by evolutionarily relevant mutations are currently largely uncharacterized.

Among the mechanisms that participate in the remodeling of regulatory interactions, the activity of transposable elements is of particular interest. Since their discovery, it has been hypothesized that transposons may play a role in gene regulation, and that they could be potent drivers of regulatory change. The ability of transposons to influence gene expression was actually the main reason they were identified in the first place. Their capacity to physically move throughout their host genomes, and thus perhaps distribute identical regulatory elements to multiple loci, made them appear early on as potentially important contributors to regulatory evolution. Although there has been controversy in the decades following their discovery over the extent and adaptive value of transposon domestication, it is now becoming clear that they have played an important role in the evolution of regulatory networks, at least in certain lineages. The extent of this phenomenon in various organisms is still being determined, however, and its relevance to the regulation of developmental gene expression has not been investigated in depth.

The primary goal of the work presented here is to further our understanding of developmental transcriptomes and the processes by which they evolve. In particular, the influence of mutational mechanisms that recycle pre-existing genomic elements, such as the co-option of transposons as regulatory modules, constitutes an important point of interest. We chose to focus on transcriptional promoters, a class of regulatory elements that play a central role in integrating regulatory inputs and determining levels of transcription. The direct measurement of transcription start site (TSS) usage provides a powerful tool to map promoters on a genome-wide scale and to quantify their contribution to transcriptomes. Importantly, such experiments yield an assessment of the impact of promoters on gene expression that is difficult to obtain for other types of regulatory elements. However, techniques allowing these measurements currently have strong limitations. Therefore we developed RAMPAGE (RNA
Annotation and Mapping of Promoters for the Analysis of Gene Expression), a high-fidelity TSS usage profiling technique based on massively parallel sequencing of 5’-complete complementary DNAs. Using this technique, we characterized the landscape of promoter activity throughout the life cycle of Drosophila melanogaster. This analysis revealed widespread non-coding transcription, as well as over 1,300 transposon-derived promoters with developmentally regulated expression. It also allowed us to explore the hypothesis that transposons can distribute promoters with stereotyped developmental expression patterns throughout the D. melanogaster genome.

In order to investigate patterns of developmental gene expression divergence between species, we also profiled promoter activity throughout embryonic development in 5 Drosophila species. This approach allowed us to address questions regarding the evolutionary rates of promoter gain and loss and the pace of quantitative expression divergence. It also provided a unique opportunity to study the selective forces that shape transcriptome evolution, as well as the influence that these forces exert on particular genes or categories of genes. In addition, the comparative analysis of functional data across species is a powerful strategy to identify biologically relevant aspects of genome function through evolutionary conservation. Such strategies are particularly valuable when attempting to assess the conservation of aspects of genome function that cannot at this point be predicted directly from genome sequence, such as transcriptional output. This allowed us to directly tackle the contentious question of non-coding transcription functionality in a developmental setting, by directly measuring the intensity of purifying selection on this type of transcription.

This introduction will be organized into three main sections. Section 1.2 will provide an overview of the current understanding of transcriptome complexity and transcriptional regulation. I will describe how genome-wide surveys of transcription have transformed our understanding of genome function, and feature the main tenets of the controversy regarding the biological importance of non-coding transcription. I will also present the evidence supporting the widespread functionality of this transcription and describe the known molecular functions of non-coding transcripts, drawing from studies in various organisms. The last part of this section will introduce the fundamental aspects of transcriptional regulation in eukaryotes. Section 1.3 will focus on regulatory evolution, and its relevance to developmental and morphological changes in metazoans. With a certain emphasis on examples from Drosophila, I will illustrate salient aspects and principles of regulatory evolution. I will also introduce the molecular mechanisms that underlie this phenomenon, and in particular the relevance of transposable
elements. Finally, Section 1.4 will present functional genomics approaches to the study of evolutionary processes. I will provide a brief overview of modern techniques for transcriptome analysis, and describe the current understanding of transcriptome evolution in *Drosophila*.

### 1.2 Eukaryotic transcriptomes: Complexity & Regulation

Genome-wide surveys of transcription in recent years have revealed a picture far more complex than anticipated. Protein-coding genes generate a tremendous diversity of transcripts through alternative promoter and cleavage/polyadenylation site usage, as well as alternative splicing. In addition, eukaryotic cells produce large numbers of non-coding transcripts, both intergenic and overlapping protein-coding loci. Although the biological relevance of these transcripts has been a matter of intense debate, the genetic and biochemical characterization of a growing number of examples is illuminating the breadth of molecular roles they perform. This work has been gradually leading to the realization that virtually every biological process in higher eukaryotes requires the involvement of some form of non-coding transcription. The expression of these sophisticated transcriptional landscapes is a finely regulated process, modulated by environmental and developmental cues.

The first part of this section will provide an overview of the current understanding of transcriptome complexity, drawing from insights in various systems. I will also briefly describe the controversy surrounding the significance of pervasive transcription and introduce the arguments most central to it. The second part will focus more specifically on non-coding transcription and the current knowledge regarding its prevalence, molecular activities, and biological relevance. A detailed discussion of the known molecular functions of non-coding transcription is aimed at making the case for their diversity and importance, and provides a justification for our interest in this process. In addition, I will introduce recent genome-wide evidence of purifying selection on non-coding RNA (ncRNA) loci, supporting the hypothesis that many ncRNAs perform significant biological roles. Finally, the third part will introduce the fundamental concepts of transcriptional regulation, including the underlying molecular mechanisms, the genomic organization of regulatory elements, and the architecture of gene regulatory networks.
1.2.1 The emerging complexity of transcriptional landscapes

Genome-wide studies of transcription

With the completion of large-scale genome sequencing projects and the advent of new technologies for genome-wide functional studies, our understanding of the extent of transcriptional activity in eukaryotic genomes has changed drastically. The human genome, in particular, has been the focus of intense collaborative efforts geared towards understanding the organization of its functional elements. The Encyclopedia of DNA Elements (ENCODE) project, which started soon after the human genome was sequenced, has been a major contributor to our new understanding of transcriptional landscapes. Early studies using tiling microarray technology revealed the existence of a multitude of new transcripts, which either overlap protein-coding loci or lie in intergenic space (Kapranov et al. (2007)). Despite some controversy regarding the specificity of the techniques used and the biological relevance of the transcripts identified, these observations fundamentally altered our vision of transcriptional activity. The view has emerged that transcription is not simply a limited process that operates on well-separated topological units, but a pervasive phenomenon that affects most of the genome, following intricate, often overlapping patterns at many loci (reviewed in Kapranov et al. (2007)). In addition, such work prompted the realization that many transcripts have little or no protein-coding potential, suggesting that non-coding transcription and non-coding transcripts may play a much larger role in human biology than previously anticipated.

More recently, the use of high-throughput shotgun complementary DNA (cDNA) sequencing, a technique known as RNA-seq, has confirmed the essence of these early conclusions, and provided enhanced maps of human transcriptomes. According to the latest data, it is estimated that up to 75% of mappable sequences in the human genome are transcribed in at least some cell types or physiological conditions (Djebali et al. (2012)). A large portion of the transcribed genome is attributable to introns, and some evidence of their post-transcriptional processing into shorter products suggests that many introns are not merely spacers, but do harbor functional elements. There are classical examples of such processing of introns into stable and functional products, such as small nucleolar RNAs (snoRNAs), which are involved in guiding chemical modifications to other RNAs, and microRNAs (miRNAs), which are involved in post-transcriptional gene regulation. Introns also encode complex arrays of sequences that specify the fate of primary transcripts – most notably, they contain diverse sequence elements involved
in the regulation of splicing. In addition, we are now beginning to truly appreciate the prevalence of non-coding transcription. Thousands of short ncRNAs, including the majority of miRNAs, are generated through the processing of dedicated, independent primary transcripts. Strikingly, the number of known long non-coding RNAs (lncRNAs) in humans has grown in a few years from a few classical examples, such as Xist or H19, to well over 13,000 (Djebali et al. (2012), Guttman et al. (2009), see also GENCODE v19 annotations). Figure 1.1 provides an illustration of the complexity of transcription patterns and the abundance of non-coding transcripts at the well-characterized human HoxA locus. Notably, several of these ncRNAs now have established functions in the regulation of neighboring Hox genes (Wang et al. (2011), Bertani et al. (2011), Maamar et al. (2013), Zhao et al. (2013)). In addition to these well-defined non-coding transcriptional units, there is also ample evidence for seemingly more diffuse transcription patterns producing non-coding transcripts from many canonical Pol II promoters and transcriptional enhancers (Kapranov et al. (2007), Fejes-Toth et al. (2009), Taft et al. (2009), Kim et al. (2010), Schlesinger et al. (2013)). Overall, while we are still in the early days of its functional characterization, it has become obvious that non-coding transcription is a major phenomenon with acute relevance to gene regulation, development and disease. This topic will be discussed in more detail below.

Transcription is not puzzling solely in its breadth: a whole other level of complexity arises from the staggering diversity of transcript isoforms encoded by individual loci. Alternative splicing in particular, but also the use of alternative promoters and alternative cleavage and polyadenylation sites, generate multitudes of products by simply rearranging in various combinations the set of functional elements available at any given locus. The discovery of splicing, and alternative splicing, heralded the promise of a new level of gene expression regulation at the post-transcriptional level. It was not immediately clear, however, whether alternative splicing was an exotic phenomenon restricted to a small number of exceptional genes, or whether on the contrary it would prove to be a general regulatory step across the genome. It seems fair to say that the outcome has probably exceeded anyone’s expectations: it is now estimated that at least 95% of multi-exonic transcripts are alternatively spliced (Wang et al. (2008), reviewed in Nilsen and Graveley (2010)). Protein-coding genes in particular make extensive use of this process, which is now firmly established as a major contributor to proteome diversity (Nilsen and Graveley (2010)). Although the case of the human genome is of particular value because of the sheer scale of functional characterization efforts, it is becoming clear that, at least to an extent, the principles enumerated above do apply to other eukaryotes as well. In mammals, thorough surveys of
Figure 1.1. Organization of transcription at the human HoxA locus.
The human HoxA locus encodes the well-known protein-coding HoxA genes (blue), as well as a large number of non-protein-coding transcription units (green). Only the highest-quality manually curated annotations generated by GENCODE (version 17) are included in this figure. Notably, several IncRNAs encoded by the locus are known to have important roles in the regulation of neighboring protein-coding genes (see main text). Figure generated by the UCSC Genome Browser.
the mouse transcriptome have revealed a complexity that essentially mirrors that observed in humans: a majority of the mouse genome is transcribed, alternative splicing is omnipresent, and non-coding transcription is extremely prevalent. Among invertebrates, *D. melanogaster* and *C. elegans* have been the most extensively studied on a genome-wide scale. In both cases, the genomes are much smaller and the level of complexity is lower than in mammals, but similar phenomena are nonetheless observed on a scale that is far from negligible. Approximately 75% of the *D. melanogaster* genome can be transcribed, and alternative splicing has been observed at about 60% of multi-exonic genes (Graveley et al. (2010)). A recent survey identified 1,119 putative long intergenic non-coding RNA (lincRNA) loci, suggesting that non-coding transcription may be more prevalent than anticipated in fly (Young et al. (2012)). In *C. elegans*, transcriptional landscapes are not quite as complex, but about 60% of genes display alternative splicing (Gerstein et al. (2010)), and there are at least 170 lincRNA loci identified to date (Nam and Bartel (2012)).

Interestingly, even in organisms that were once thought to have simple and stereotyped transcription patterns, recent insights have started to challenge the accepted wisdom. In the yeast *S. cerevisiae*, a host of efforts in the past few years have identified a number of condition-specific non-coding stable unannotated transcripts (SUTs), at least 1,500 transcripts antisense to protein-coding genes, as well as a plethora of unstable transcripts only detectable after impairment of the RNA degradation machinery: cryptic unstable transcripts (CUTs) and Xrn1-sensitive unstable transcripts (XUTs) (van Dijk et al. (2011), Jacquier (2009)). In addition, novel techniques allowing high-resolution mapping of the boundaries of individual transcripts have revealed extensive isoform diversity at most loci. Even prokaryotes seem to have their fair share of functional non-coding RNAs, such as the CRISPR-derived RNAs involved in the repression of bacteriophages (Marraffini and Sontheimer (2011)). There have also been reports of widespread antisense transcription at protein-coding loci in bacteria, and such sense-antisense transcript pairs may be processed into short RNAs by an RNAseIII enzyme (Lasa et al. (2011)). The function of this antisense transcription is unknown. These observations in such a variety of organisms underscore how general widespread non-coding transcription is, and clearly warrant further exploration of its regulation and of its potential biological functions.
Functional transcription or transcriptional noise?

The wealth of transcriptome data accumulated over the past decade has certainly contributed to a new understanding of genome organization, but it has also stirred significant controversy regarding the reality as well as the biological relevance of this long-hidden transcriptional ”dark matter” (van Bakel et al. (2010), Ponting and Belgard (2010), Clark et al. (2011), Kapranov and St Laurent (2012)). Widespread transcription in *S. cerevisiae* should, in some authors’ opinion, be dismissed as ”transcriptional noise” – merely the result of non-specific initiation by RNA Pol II due to the limited fidelity of the process (Struhl (2007)). This ”junk transcription” would simply be an unavoidable side effect of genic transcription, with no purpose and no function, and the resulting transcripts devoid of any biological relevance. Although this is a rather extreme position, it remains to be determined to what extent non-specific transcriptional activity may contribute to the overall transcriptional output of eukaryotic genomes.

In mammals, some experts have also criticized the evidence supporting widespread non-coding transcription. The specificity of low signal detection on tiling arrays has been questioned, igniting debate over the true extent of the phenomenon. The use of high-throughput sequencing technology has largely resolved these issues, but there remains some controversy regarding the detection of very low signals (van Bakel et al. (2010)). It has been suggested that the extent of transcriptional activity may have been significantly overestimated, and that most transcripts branded by others as distinct entities actually constitute extensions of protein-coding transcripts, such as novel exons or extended untranslated regions (UTRs) (van Bakel et al. (2010)). This position, however, has since been sharply challenged (Clark et al. (2011)). As technology progresses, however, these technical issues are being resolved. Consequently, a consensus in the field has crystallized around the idea that the majority of mammalian genomes are transcribed in complex patterns, and that non-coding transcription clearly plays essential roles in some biological processes.

Beyond the question of their mere existence, the question of the biological significance of these troves of uncharacterized and atypical transcripts has now come to the forefront. In contrast to protein-coding genes, for which we can make use of our clear understanding of the genetic code, no rules are known that could guide the prediction of function from the primary sequence of non-coding transcripts. This lack of interpretive rules has also made it difficult to determine whether the loci encoding ncRNAs are under any sort of selective constraint. Although there is now accumulating evidence, from both com-
parative genomics and population genetics, that large numbers of ncRNAs are indeed under purifying selection (Guttman et al. (2009), Derrien et al. (2012), Young et al. (2012), Haerty and Ponting (2013)), the exact breadth and strength of selection remains unclear. This topic will be discussed in more detail in the next subsection. The low abundance of many transcripts is another source of skepticism towards ncRNAs (van Bakel et al. (2010)). Indeed, a significant proportion seems to have steady-state abundances of only a few copies per cell, and many even seem to be present in less than one copy per cell on average. It is being debated whether such rare molecules could possibly make significant contributions to any biological process. There are, however, some examples of this: the human ncRNA\textit{ncRNA}\textit{CCND1}, despite a steady-state abundance of 2-4 copies per cell, does play a clear role in the regulation of the \textit{CCND1} gene (Wang et al. (2008)).

Ultimately, only thorough experimental testing of individual cases will provide a definitive answer to the open question of ncRNA functionality. There are, however, a fast-growing number of examples clearly showing that ncRNAs can perform a variety of molecular functions. It is also becoming increasingly clear that they participate in extremely diverse biological processes, and that their involvement in some of those processes displays extremely deep evolutionary conservation. The increasing use of high-throughput reverse genetics and phenotyping approaches is now making it feasible to rigorously ask these questions on a global scale, and the next few years will likely bring exciting new developments.

1.2.2 Non-coding transcription

Functional long non-coding RNAs: Early insights

Functional non-coding RNAs constitute the core machinery of many fundamental biological processes: ribosomal RNAs are the main scaffold and catalytic component of ribosomes, and small nucleolar RNAs are key actors in their biogenesis; transfer RNAs implement the genetic code; small nuclear RNAs constitute some catalytic component of the spliceosome; the TERC component of telomerase has a central role in chromosome biology. In spite of this, recognition of the diversity of non-coding transcripts and their molecular functions has only begun to emerge in recent years.

The mouse H19 transcript was one of the first molecules thought to represent an emerging class of long ncRNAs. It was initially described as a large liver-specific transcript, and it was soon recognized that it had little protein-coding potential and no conserved open reading frame (ORF) (Brannan et al. (2014)).
Despite being localized to the cytoplasm, it also did not seem to template any protein production in mouse cells (Brannan et al. (1990)). It has since been established that the H19 locus is conserved and imprinted across therian mammals, in which it regulates placental growth (Smits et al. (2008)). It is also known to play a role in tumor suppression. Although H19 is believed to act in part as a precursor for the miR-675 microRNA, patterns of sequence conservation across the locus suggest additional functions for the full primary transcript as well (Keniry et al. (2012)).

The Xist RNA was another early example, initially identified as the product of a gene exclusively expressed from the human inactive X chromosome (Brown et al. (1991)). It has since been established that the Xist transcript is a non-coding RNA essential for X chromosome inactivation (Penny et al. (1996)). Although the details of the process remain the subject of active research, it has been shown that the Xist RNA acts at least in part by directly binding to and recruiting in cis the Polycomb repressive complex 2 (PRC2) (Zhao et al. (2008)). Details of Xist function will be elaborated below.

Although these early examples were long perceived as puzzling examples of an atypical biological function of RNA, it has now become clear that non-coding RNA genes are present in the tens of thousands in many eukaryotic genomes. There is mounting evidence that many of these loci have been or are currently under selective pressure in various organisms, suggesting that functionality might be the rule rather than the exception. Interestingly, it seems that the mechanism of action of the Xist RNA, in particular, might have provided an early example of a much more general phenomenon. Indeed, there have been numerous reports of physical interactions between non-coding transcripts and transcriptional co-activators or co-repressors, and it has been proposed that such interactions might be at the heart of IncRNA biology.

The role of Xist in random X chromosome inactivation

The mammalian Xist offers one of the most famous and best-characterized examples of functional IncRNA to date. As such, it is arguably the only one for which so many functional aspects have been formally tested and established. Therefore it is a useful case to consider, both as a clear illustration of IncRNA biology and as a compelling argument for further focus on non-coding transcription.

In mammals, dosage compensation for the expression of X-linked genes is achieved by random inactivation of one of the two X chromosomes in females (Augui et al. (2011)). The study of X-autosome translocations in the early 1980s lead to the identification of a locus required for X inactivation, which
was termed the X inactivation center (Xic) \cite{Rastan1983}. Further work identified a gene within the human Xic with a very unique expression pattern: it appeared to be expressed exclusively from the inactive X chromosome, where the vast majority of genes are tightly repressed \cite{Brown1991}. That exceptional gene was named X-inactive specific transcripts (Xist), and it was proposed that it might play a role in X inactivation. The finding that a focal deletion of the 5' region of Xist abolished X inactivation demonstrated this to indeed be the case \cite{Penny1996}. Bewilderment ensued when it appeared that the ~15 kb Xist transcript had no conserved ORF and localized almost exclusively to the nucleus, which led to the suggestion that the active product of the gene might be a functional non-coding RNA \cite{Brockdorff1992}.

In support of this hypothesis, it was subsequently shown that the expression of an ectopic Xist cDNA, even from an autosome, is sufficient to initiate silencing in cis \cite{Wutz2000}. The mechanisms underlying the silencing process are still unclear, but the Xist RNA appears to coat the entire inactive X chromosome \cite{Clemson1996, Chaumeil2006}. Recent data shows that, starting from the locus it is expressed from, the RNA spreads across the chromosome by hopping to loci in close proximity in three-dimensional space \cite{Engreitz2013}. How this spreading is restricted to a single X chromosome is unknown. This coating by Xist seems to create a somewhat distinct nuclear compartment, into which genes get recruited as they are progressively silenced \cite{Chaumeil2006}. Focused Xist mutations showed that different domains of the RNA are required for chromosome coating and silencing activity \cite{Wutz2002}. Repeat A, a region genetically required for silencing, was shown to physically interact with PRC2 \cite{Zhao2008}, a complex responsible for catalyzing the transcriptionally repressive trimethylation of H3K27, which is thought to be a key step in the silencing process \cite{Plath2003}. Intriguingly, association with PRC2 has been observed for other IncRNAs in eukaryotes \cite{Zhao2010, Guttman2011}. There have also been reports of Xist physically interacting with PRC1, however it is unclear whether this is a direct interaction \cite{Zhao2008}. Repeat C, in turn, is required for proper Xist RNA localization to the inactive X \cite{Wutz2002}, and it was shown that it acts by binding to the YY1 protein \cite{Jeon2011}. YY1 binds to both the Xist locus and the Xist transcript, and is required for the nucleation of Xist RNA binding to the inactive X chromosome.

Although these observations converge towards a potential mechanism for Xist-induced chromosome silencing, the details remain unclear, and the reality is likely to be complex. For instance,
knockdown of PRC2 components (Eed and Ezh2) does not seem to abrogate gene silencing, possibly because of functional redundancy with another pathway (Zhao et al. (2008)). The evolutionary origins of the gene long remained murky, but recent research has shed some light on this topic. In a somewhat perverse twist of fate, there is evidence that the \textit{Xist} gene evolved in part by pseudogenization of an ancestral protein-coding gene (Duret et al. (2006), Elisaphenko et al. (2008)). Interestingly, other parts of the gene seem to be derived from fragments of several transposable elements (Elisaphenko et al. (2008)).

\textbf{Molecular functions of non-coding transcription}

During the last few years, our knowledge of the molecular functions of non-coding transcription has exploded. Following the discovery of RNA interference (RNAi, Fire et al. (1998)), a rich body of research has illuminated the molecular functions of siRNAs and miRNAs, and characterized the machinery that mediates them (Ghildiyal and Zamore (2009), Malone et al. (2009), Krol et al. (2010), Castel and Martinezsen (2013)). More recently, many detailed studies of individual IncRNAs have made clear that these transcripts perform an impressive diversity of molecular tasks (Ponting et al. (2009), Wilusz et al. (2009), Nagano and Fraser (2011), Guttman and Rinn (2012), Ulitsky and Bartel (2013)). One common theme that seems to be emerging, however, is that many IncRNAs seem to have roles in transcriptional regulation. A number of examples suggest that physical interactions between IncRNAs and transcriptional co-activators or co-repressors play mechanistic roles in this process.

Generally, one could propose three categories of functional non-coding transcription. The first one regroups cases in which the act of transcription itself, rather than the RNA product of the process, fulfills a function. The second one encompasses RNAi in a broad sense – that is, all Argonaute-mediated functions of classical small RNAs: siRNAs, miRNAs and Piwi-interacting RNAs (piRNAs). The third one, for lack of a better classification, includes all Argonaute-independent processes by which a non-coding RNA molecule can influence a biological process.

There are a few cases in which it is solidly established that non-coding transcription performs a clear functional role, independently of the RNA molecule that is synthesized in the process. At the \textit{S. cerevisiae} \textit{GAL} locus, the \textit{GAL10} gene was shown to have an antisense transcriptional unit, named \textit{GAL10-ncRNA} (Houseley et al. (2008)). When glucose is present in the growth medium, transcription of \textit{GAL10-ncRNA} promotes increased H3K36 trimethylation and reduced H3 acetylation across the \textit{GAL10}}
locus. This in turn represses initiation from the GAL10 promoter. Such processes are also at play in metazoans, for instance at the Ultrabithorax (Ubx) locus in D. melanogaster (Petruk et al. (2006)). In this case, the bithoraxoid (bxd) transcriptional unit lies upstream of Ubx in the same orientation, and its transcription represses that of the Ubx gene by transcriptional interference, possibly by interference with transcription factor binding at the Ubx promoter. This bxd-mediated repression has an important role in embryo patterning, as a focal deletion of the upstream bxd promoter causes homeotic defects.

Since the initial description of RNAi in C. elegans, intensive research on the topic has identified several related small RNA-based processes operating in eukaryotes, and characterized the molecular machinery that mediates them. Common to all these pathways is the use of short RNA molecules (~20-30 nucleotides) to provide specificity to the gene silencing activities of effector Argonaute (AGO) proteins. Small RNAs form intermolecular complexes with AGOs, and guide them via their complementarity to target transcripts. Three main classes of small RNAs that associate with different AGOs have been described. miRNAs, processed by the enzymes Dicer and Drosha from a stem-loop structure in longer precursors, serve as guides for the targeting of long transcripts (mRNAs and others) for post-transcriptional gene silencing (PTGS) (Krol et al. (2010)). This effect is mediated by the destabilization of target transcripts as well as translational repression. siRNAs, generated by Dicer from long double-stranded precursors, guide PTGS as well as transcriptional gene silencing (TGS) in a variety of organisms (Ghildiyal and Zamore (2009), Castel and Martienssen (2013)). Finally, piRNAs associate with a specific class of AGOs (Piwi proteins) and are mostly involved in the silencing of transposable elements by TGS and PTGS, mainly but not exclusively in the germline (Malone et al. (2009)).

The AGO-independent activities of non-coding RNAs have been the focus of intense research in recent years, and appear to be extremely diverse. Several well-characterized lncRNAs have been shown to associate with proteins that write, read or erase chromatin modifications, as well as other cofactors (Ponting et al. (2009), Wilusz et al. (2009), Nagano and Fraser (2011), Guttman and Rinn (2012), Rinn and Chang (2012), Ulitsky and Bartel (2013)). Most notably, lncRNAs such as HOTAIR (Rinn et al. (2007)) and Xist (Zhao et al. (2008)) in mammals and COLDAIR (Heo and Sung (2011)) in plants have been shown to interact directly with the PRC2 complex, which they recruit to target loci either in cis (COLDAIR) or in trans (HOTAIR, Xist). A recent study estimated that up to 30% of lncRNAs in human embryonic stem cells interact, directly or not, with at least one of 12 chromatin regulators assayed (Guttman et al. (2011)). Conversely, other ncRNAs have been found to displace transcriptional
cofactors from their target loci by competitive binding. For instance, the Gas5 RNA acts as a decoy by associating with the DNA-binding domain of the human glucocorticoid receptor, thus preventing its interaction with genomic binding sites (Kino et al. (2010)). There is also evidence that many ncRNAs associate in vivo with the catalytic domain of the mammalian maintenance DNA methyltransferase DNMT1, and this seems to block DNA methylation at the transcription sites of these ncRNAs (Di Ruscio et al. (2013)). By a similar mechanism, IncRNAs transcribed from a PTEN pseudogene act as miRNA sponges, derepressing the PTEN gene by competitive binding to miRNAs (Poliseno et al. (2010)). There are also instances of allosteric regulation of protein cofactors: in response to DNA damage, ncRNAs transcribed from the human CCND1 locus bind to the TLS protein, facilitating its inhibition of the p300 co-activator and thus promoting silencing of the CCND1 gene (Wang et al. (2008)). A role in the establishment of nuclear architecture has been demonstrated for the Neat1 IncRNA, which is required for the assembly of nuclear bodies called paraspeckles (Mao et al. (2011)). Some IncRNAs also appear to carry out functions in the cytoplasm. For instance, the human NRON RNA inhibits the activity of the NFAT transcription factor by preventing its import to the nucleus (Willingham et al. (2005)).

The discovery of large numbers of ncRNAs in eukaryotes, together with the characterization of the diversity of their molecular functions, have contributed to bringing them to the forefront of genomics. In vindication of the need for such focus, there is by now ample evidence that non-coding transcription is involved in a very broad range of biological processes, from vernalization in plants (Heo and Sung (2011)) to embryo patterning in fly (Petruk et al. (2006)) and the p53 response in mammals (Huarte et al. (2010)).

Evolutionary conservation & Population genetics

Despite recent advances in our knowledge of the biochemical activities of non-coding transcription, both the prevalence and the physiological relevance of these activities remain a matter of debate. Although definitive answers must await further experimental investigation, much can already be learned from genetics. Recent lines of evidence from comparative genomics, population genetics and the genetics of human disease seem to suggest that a sizeable proportion of non-coding transcription in various organisms might be physiologically relevant and under selective pressure. It has already become clear, however, that non-coding genes differ drastically from their protein-coding counterparts in their rates of evolutionary gain and loss, the pace of their sequence divergence, and the fitness effects of individual
mutations.

The evolutionary conservation of sequence (or other genomic features) beyond neutral-regime expectations provides strong evidence of selective pressure, implying functionality. With the availability of large numbers of complete genomes, the practical use of this concept in comparative genomics has become a standard. Some well-characterized ncRNA loci are known to have orthologs in other species that fulfill similar functions. For instance, \textit{Xist} orthologs are involved in X chromosome inactivation throughout the therian lineage (Duret et al. (2006)). Two zebrafish lincRNA genes, \textit{cyrano} and \textit{megamind}, were recently found to have short patches of deep sequence conservation, and to be required for normal embryonic development. In a striking experiment, it was shown that the mouse and human orthologs of these lincRNAs were able to rescue the developmental defects induced by knockdown of the endogenous transcripts (Ulitsky et al. (2011)). These examples, however, underscore the difficulty of assessing orthology, let alone the conservation of function, for non-coding genes: beyond short stretches of conserved sequence (<300bp), these zebrafish loci had absolutely no sequence similarity to their mammalian counterparts. In fact, a substantial number of potentially orthologous IncRNA genes have been identified at syntenic positions between species, yet primary sequence conservation is undetectable (Ulitsky et al. (2011)). One explanation for the lack of obvious conservation of sequence features is our ignorance of the rules of the game. For protein-coding sequence, we have a rather detailed understanding of the meaning of different types of mutations (e.g., synonymous or non-synonymous), and this informs our interpretation of sequence variation between individuals or across species. The lack of interpretive rules (e.g., the relationship between primary sequence and RNA secondary structure) makes the task much more difficult for non-coding sequence.

In aggregate, it was shown in multiple independent studies that mammalian lincRNAs have levels of sequence conservation that are intermediate between those of protein-coding genes and (supposedly) neutrally-evolving ancestral repeats, although the effect of selection is weak (Guttman et al. (2009), Derrien et al. (2012), Young et al. (2012)). lincRNA exons are substantially less conserved than protein-coding exons, whereas the promoters of both classes of genes seem to be under almost the same level of constraint (Guttman et al. (2009), Derrien et al. (2012)). Analyses of interspecies conservation of \textit{D. melanogaster} lincRNA exons have led to similar conclusions (Young et al. (2012)). A recent experimental survey of the liver transcriptome in 3 species of rodents concluded that the rates of gain and loss of lincRNA genes are higher than those of their protein-coding counterparts (Kutter et al. (2012)).
Although this study focused on a relatively small number of loci (150-600 per species), it clearly establishes that the two classes of genes have substantially different evolutionary turnover rates, at least in this tissue. Further supporting this hypothesis, a genome-wide computational study of human lncRNAs estimated that up to a third may have arisen in the primate lineage ( Derrien et al. (2012)).

Analyses of interspecies conservation, although powerful, only detect selective pressures that are sustained over the divergence time of the species included in the comparison. They are by design not capable of detecting selection acting in a single species or a small subclade. Given the observation stated above that many lncRNA genes seem evolutionarily recent, there is a dire need to assess the magnitude of ongoing selective pressures. Population genetics provides a powerful means to measure the effects of very recent, if not current selection. Indeed, negative selection is expected to suppress the population frequency of deleterious variants, and therefore low levels of polymorphism over a locus or a class of loci are a clear hallmark of its effects. With the recent completion of large population sequencing projects in human and *Drosophila*, such approaches are now becoming practical on a genome-wide scale. One such survey found that lncRNA exons in *D. melanogaster* have a clear excess of low-frequency variants, although the suppression of polymorphism was still weaker than on protein-coding exons ( Haerty and Ponting (2013)). Accordingly, a significant proportion of polymorphisms at these loci were estimated to have weakly to moderately deleterious fitness effects, although variants with strongly deleterious effects were far more prevalent in protein-coding genes. Intriguingly, the same analysis conducted on human lincRNAs failed to detect any effect of recent negative selection, and most variants at those loci seem to evolve under a neutral or near-neutral regime ( Haerty and Ponting (2013)). While it cannot be ruled out that these results reflect profound differences in the biology of lncRNAs in human and fly, it is more likely that they reflect differences in the effectiveness of natural selection in the two species. *Drosophila* has been estimated to have an effective population size 3 orders of magnitude larger than human, theoretically allowing selection on variants with fitness effects up to 3 orders of magnitude smaller. Variants with similar fitness effects in human would segregate under a regime dominated by genetic drift, much as completely neutral variants would. Overall, it can be concluded that *Drosophila* lncRNAs as a class are under significant selective pressure, implying widespread functionality. Selection has little if any influence on human lncRNAs, allowing no conclusion to be drawn as to their potential functionality ( Haerty and Ponting (2013)).

The association of individual polymorphisms with deleterious phenotypes provides very strong...
evidence for function in select cases. Although it was not recognized as such at the time, one of the first non-coding transcription mutants in *Drosophila* was described by Edward Lewis: the *pbx* 

1 mutation at the *Bithorax* locus, which leads to homeotic transformations *(Lewis (1978))*, was later found to be a deletion of the upstream *bxd* promoter already mentioned earlier *(Petruk et al. (2006))*. In human, it is now clear that many miRNAs have roles in the pathophysiology of various cancers *(Farazi et al. (2013))*. Variants of the MIAT lncRNA gene have been found to be associated with myocardial infarction *(Ishii et al. (2006))*. Polymorphisms of the ANRIL lncRNA at the *INK4/ARF* locus are associated with higher risk for several cancers, coronary disease and type 2 diabetes *(Pasmant et al. (2011))*. The ANRIL RNA is involved in *INK4a* silencing through direct recruitment of PRC1. HOTAIR overexpression is a strong predictor of breast cancer metastasis and death, and experimental modulation of HOTAIR expression affects the invasiveness of epithelial cancer cells in a mouse xenograft model *(Gupta et al. (2010))*. These effects are thought to be mediated through ectopic recruitment of PRC2 by HOTAIR to metastasis-suppressor genes. It has also been proposed that increased expression of a transcript antisense to the *BACE1* gene (BACE1-AS) in Alzheimer’s disease stabilizes the BACE1 mRNA, leading to higher levels of the BACE1 enzyme and in turn increased synthesis of amyloid-beta *(Faghihi et al. (2008))*. 

### 1.2.3 Regulatory logic & Mechanisms of transcriptional regulation

**Fundamental principles of transcriptional regulation**

Transcriptional regulation is the ensemble of all molecular processes that participate in specifying levels of transcriptional activity at loci throughout the genome. Research on this topic focuses on two principal aspects: the mechanistic basis for changes in transcriptional activity in response to developmental or environmental cues, and the processes responsible for the maintenance of transcriptional activity and cellular state.

Seminal work in the early 1960s on bacterial genetic systems, most importantly the Lac operon and the Lambda phage in *E. coli*, established that responses to environmental cues in these contexts are genetically encoded *(Jacob and Monod (1961))*. It was also determined that the expression of a new phenotype involves the transcription of genes into an unstable RNA intermediate (the messenger) *(Jacob and Monod (1961), Brenner et al. (1961))*, and subsequent translation into proteins. In these cases, the main regulatory step was found to be the decision of whether or not to transcribe the gene.
Genetic dissection of both systems revealed that expression of a particular protein-coding sequence (the structural gene) is under the control of a distinct sequence module in \textit{cis} (the operator), which responds to the cellular concentration of a soluble factor (the regulator) that is encoded by another structural gene. Despite the diversity and complexity of molecular mechanisms uncovered since then, the binding of sequence-specific \textit{trans} regulators to \textit{cis}-regulatory modules remains the conceptual cornerstone of the modern understanding of transcriptional regulation.

In addition to this, work on the Lambda phage also revealed two other fundamental principles of gene regulation. The first one is the notion of cooperativity. It was observed that direct physical interactions between molecules of lambda repressor binding to neighboring sites on the DNA greatly enhance repressor occupancy above a critical threshold concentration. This feature enables gene expression to respond in a switch-like fashion to varying concentrations of repressor (Johnson et al. (1979)). Direct or indirect cooperative interactions, either between molecules of the same transcription factor or between different factors, have since been found to underlie the workings of many known eukaryotic \textit{cis}-regulatory sequences (Small et al. (1992), Lebrecht et al. (2005), Spitz and Furlong (2012)). The second essential principle uncovered was positive feedback in transcriptional regulation circuits, a feature that enables cellular memory. Indeed, the lambda so-called repressor also has the ability to activate the transcription of its own gene (Ptashne et al. (1976)). This feedback loop imparts bistability to the system and ensures that, once the repressor is expressed above a threshold concentration, it will keep being expressed until external signals actively reverse that decision (Ptashne (2011)). Positive feedback is an extremely important feature of virtually all known gene regulatory networks, and is thought to be key to cellular memory in many systems (Davidson (2010)).

The model of gene regulation by diffusible sequence-specific regulators and short \textit{cis}-regulatory DNA sequences offers features that make it very amenable to the assembly of complex gene regulatory networks, and these advantages were recognized early on. Britten and Davidson argued that the repetition of \textit{cis}-regulatory sequences throughout genomes must be the basis for the implementation of "batteries" of genes that are capable of responding in an integrated fashion to a common signal (Britten and Davidson (1969)). Although the fine details are complex, this intuition has been abundantly validated in the decades that followed their initial claims. It is now clear that concerted transcriptional regulation by transcription factors targeting stereotyped sequences at large sets of target loci is central to cellular differentiation and metazoan development (Davidson (2010)). Research on \textit{Drosophila} in
the 1980s established that the classical homeotic genes, which establish segmental identity during early embryonic development (Lewis (1978)), all encode sequence-specific transcription factors (Hoey and Levine (1988), Desplan et al. (1988), Levine and Hoey (1988)). These genes are expressed in different domains of the early embryo that are defined by the local abundance of maternally deposited factors. In turn, their products bind distinct sets of genomic sites to activate complex developmental programs in the appropriate embryonic segments. Other classical developmental regulators (Nusslein-Volhard and Wieschaus (1980)) were subsequently shown to also be transcription factors, and there is strong evidence that the early patterning of Drosophila embryos is specified almost exclusively by cascades of transcriptional regulation (Segal et al. (2008)).

Much research has focused on the elucidation of the basic molecular mechanisms that underlie the function of transcription factors. Further genetic and biochemical characterization of the Lac and Lambda systems in E. coli, as well as the GAL system in yeast, shed light on this question. Transcriptional activators were shown to physically interact with the basal transcription machinery, and it was found that the DNA-binding and trans-activating activities of the yeast Gal4p activator are fulfilled by distinct domains of the protein (Brent and Ptashne (1985)). These observations led to a model of activation by recruitment, in which the function of activators is simply to recruit RNA polymerase to a given sequence, thereby increasing its effective concentration in the vicinity of the promoter (Ptashne (2005)). This early model focused explicitly on the recruitment of the basal transcription machinery to the promoter as the main rate-limiting step in the process of gene induction. It was supported by “activator bypass” experiments, in which the activation domain of Gal4p was deleted, and its DNA-binding domain was fused directly to a component of RNA polymerase II (Barberis et al. (1995)). This manipulation led to robust activation of the target gene, reinforcing the notion of RNA polymerase recruitment and pre-initiation complex (PIC) formation as the major rate-limiting step.

This general model has since undergone significant elaboration, and some major revisions. The view of activators as simple bridging factors between DNA and the basal transcription machinery has been largely vindicated, but in eukaryotes this machinery appears to be exceedingly complex. Far from consisting solely of a Pol II holoenzyme, it includes a great diversity of large macromolecular complexes that are all required for proper gene induction. These are involved, for instance, in the ATP-dependent remodeling of nucleosomes (e.g., SWI/SNF) (Struhl (1999)), the covalent modification of histones (SAGA) (Kouzarides (2007)), or the recruitment of other macromolecular complexes (Media-
Different genes have different requirements for each of these cofactors, and in a twist that blurs the line between sequence-specific and general transcription factors (GTFs), it has recently been argued that some classical GTFs can have highly cell type-specific and gene-specific functions (Goodrich and Tjian (2010)). In stark contrast to prokaryotes, eukaryotic genomes are packaged into chromatin, which has two critical implications. The first one is that, in the absence of specific signals, nucleosomes impart global transcriptional repression on most of the genome. Genome accessibility is now recognized as a key determinant of transcriptional activity (Bell et al. (2011)). The second implication of chromatin packaging is the opportunity for the transcriptional machinery to use histones as a platform for signaling between various regulators and effectors. A multitude of chromatin marks, including DNA methylation and dozens of histone modifications, have been shown to play key roles in many aspects of genome function, in particular transcription (Kouzarides (2007)).

Importantly, the past decade has also seen a shift away from the concept of PIC formation as the main rate-limiting step in gene induction, with the growing recognition that post-initiation transcriptional pausing is a widespread and finely regulated process (Adelman and Lis (2012)). Pausing is the phenomenon by which a polymerase that has already cleared its promoter and transitioned into elongation can stop transcribing, while remaining stably associated with the gene and retaining the ability to resume transcription upon release. Dedicated factors, such as the negative elongation factor (NELF), get recruited to some genes and actively promote pausing. Other factors, such as the DRB sensitivity-inducing factor (DSIF) and positive transcription elongation factor b (P-TEFb), can subsequently override this pausing in response to specific signals. This phenomenon, once thought to be an exotic feature of a few genes, has been shown to be very common in metazoans, and to play some crucial physiological roles (reviewed in Adelman and Lis (2012)). For instance, pausing has an important developmental function in the mesoderm of early Drosophila embryos, where pause release allows rapid, robust and synchronous transcriptional induction across populations of cells (Boettiger and Levine (2009)). This synchrony was shown to substantially increase the phenotypic robustness of tissue morphogenesis (Lagha et al. (2012)).

In higher eukaryotes, the genomic organization of regulatory sequence elements appears to be very intricate. Many cis-regulatory modules (CRMs) are capable of binding multiple transcription factors, often both activators and repressors. The interplay between these factors allows CRMs to perform complex computations, such as the integration of signals from distinct inputs (Spitz and Furlong
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Whereas in bacteria and yeast most regulatory sequences lie in the immediate vicinity of their target promoters, the regulatory modules of multicellular organisms have a very distributed and non-colinear organization. Some regulatory sequences can be located megabases away from their target promoters, and often have no influence on the activity of intervening genes (Amano et al. 2009, Spitz and Furlong 2012). The regulation of individual promoters can rely on the integration of inputs from multiple CRMs and other regulatory elements, such as enhancers, silencers, insulators or locus control regions (LCRs). Many genes also have multiple alternative promoters, which are often under the control of regulatory sequences with distinct specificities (Carninci et al. 2005, Lenhard et al. 2012). Although the maintenance of gene expression levels and cellular states largely relies on transcription factor-mediated positive feedback (Alon 2007, Davidson 2010), there is abundant evidence that chromatin modification-mediated feedbacks also play roles. For instance, DNA methylation and the trimethylation of H3K27 by the PRC2 complex are thought to both repress transcription and be stably inherited through mitosis (Wigler et al. 1981, Hansen and Helin 2009).

**Organization and function of RNA Polymerase II core promoters**

Core promoters are genomic elements that bind and position general transcription factors and RNA polymerase, thus defining transcription start sites. They form the platform for the assembly of transcriptional preinitiation complexes (PICs), which are the ensemble of GTFs and RNA polymerase required for the onset of transcriptional initiation. Promoters for RNA polymerase II, which transcribes all protein-coding genes and most IncRNAs in eukaryotes, have varied architectures and sequence motif compositions (Figure 1.2). They are much more diverse and less stereotyped than their prokaryotic counterparts, and their functional classification, as well as the molecular basis of their function, are the focus of ongoing research. In addition to their diversity in individual genomes, they also display systematic differences between distantly related species.

Genetic and biochemical studies of model promoters have shed light on their mechanisms of action. They are usually constituted of a set of degenerate sequence motifs mediating low-affinity interactions with GTFs and the basal transcription machinery. The precise composition of this set is variable, however, and no single sequence element seems absolutely necessary for promoter function. A canonical TATA box, probably the best-characterized promoter element in eukaryotes, is present at a subset of promoters, and is involved in binding the TATA-binding protein (TBP), a component of the transcrip-
Figure 1.2. Eukaryotic RNA Polymerase II core promoters
RNA Pol II promoters play a prominent role in the regulation of mRNAs and lncRNAs, as well as other transcripts. They constitute the platform on which the inputs from all regulatory elements (proximal cis-regulatory modules (CRMs), distal enhancers, silencers) are integrated to determine the transcriptional output of the gene. A certain number of sequence motifs are often found at core promoter, but not all of them. Some motifs are specific to vertebrates or invertebrates. Figure reproduced from Lenhard et al. (2012).
tion factor IID complex (TFIID). The TFIIB recognition element (BRE) specifically binds another GTF, TFIIB. Two other well-characterized promoter motifs, the Initiator (INR) and the downstream promoter element (DPE), are thought to mediate interactions with the TBP-associated factor (TAF) subunits of TFIID. It is believed that the combination of several such motifs constitutes a docking site for the general transcription machinery, and provides directionality to the promoter by correctly orienting the PIC. The arrangement of binding sites defines the position of the transcription start site, which tends to be located either within an INR element or at a more degenerate pyrimidine-purine dinucleotide. Although some promoters have well-defined single initiation sites ("sharp" promoters), most allow initiation at a larger set of positions ("broad" promoters), occasionally spanning up to about 300 bp of genomic sequence (reviewed in Lenhard et al. (2012)).

Large-scale studies of transcription initiation in *Drosophila* and mammals have suggested a tentative functional classification of metazoan promoters into three categories (Carninci et al. (2005), Hoskins et al. (2011), Lenhard et al. (2012)). Tissue-specific promoters expressed in the adult organism tend to have precisely positioned TATA boxes and INR motifs, and generally display sharp initiation patterns. Ubiquitously expressed housekeeping genes include either a DNA recognition element (DRE) or other motifs that are currently poorly characterized, and have broad initiation patterns. Finally, developmentally regulated promoters generally have an INR motif, and sometimes a downstream promoter element (DPE) as well. Unlike ubiquitously expressed TSSs, they tend to have rather sharp initiation patterns.

Recent work has challenged some of these classical views, and may lead to a new understanding of promoter function. The idea that GTFs are simply recruited to core promoters by sequence-specific activators, but do not themselves play a regulatory role, has come under scrutiny after some classical GTFs were shown to have cell type and gene-specific functions. These studies also identified cell type-specific "non-prototypical" core promoter recognition factors, such as dedicated TAFs and TBP-related factors (TRFs) (Goodrich and Tjian (2010)). High-throughput surveys of transcriptomes or of transcriptional activity have uncovered extremely widespread bidirectional initiation at *Drosophila* and mammalian promoters (Seila et al. (2008), Core et al. (2008), Kwak et al. (2013), Sigova et al. (2013)), calling into question common views on the role of promoters in orienting Pol II. New data suggests that a further degree of directionality is enforced by transcription termination signals and transcript degradation (Almada et al. (2013), Ntini et al. (2013)), and possibly by chromatin looping (Tan-Wong...
et al. (2012)). High-resolution mapping of initiation complexes throughout the human genome has cast doubt on the notion of differential sequence motif composition between classes of promoters. Indeed, it was shown that the vast majority of promoters do in fact share common motifs including TATA, BRE and INR, but those motifs are substantially more degenerate than previously recognized (Venters and Pugh (2013)). There remains the possibility, however, that near-consensus and weak motifs may not be functionally equivalent.

**Molecular mechanisms of enhancer function**

Transcriptional enhancers are classically defined as cis-regulatory DNA sequences capable of stimulating transcription from basal promoters, regardless of genomic distance and orientation relative to the target promoter. They were initially discovered in the SV40 virus genome, where a 72 bp minimal sequence was found to enhance transcription from a reporter gene by over two orders of magnitude (Banerji et al. (1981), Moreau et al. (1981)). Although it was speculated that such sequence modules might play roles in gene regulation, and sequences with similar activities were quickly discovered in other viral genomes, it was unclear how relevant this phenomenon would be to endogenous regulation in eukaryotic genomes. The discovery of the first eukaryotic enhancer in an intron of the mouse immunoglobulin heavy chain gene legitimately ushered long-range transcriptional enhancers into the field of gene regulation (Banerji et al. (1983)). Importantly, whereas viral enhancers had strong activity in diverse cell types, the immunoglobulin gene enhancer displayed exquisite cell type specificity.

Pioneering work in *Drosophila* in the early 1990s provided a detailed characterization of a developmental enhancer, the regulatory module responsible for the expression of the even-skipped (eve) gene in the second of the 7 stripes of its spatial expression pattern in early embryos. *eve* stripe 2 expression depends genetically on several genes of the ”gap” class (*bicoid, hunchback, giant, Krüppel*) and *sloppy-paired 1*, which are early regulators of embryo segmentation (Stanojevic et al. (1991)). A 480 bp sequence located ~1 kb upstream of the eve TSS was shown to recapitulate stripe 2 expression, and to encode binding sites for the products of all of these genes (Figure 1.3) (Stanojevic et al. (1989), Small et al. (1991), Small et al. (1992), ). Mutations of putative binding sites abolished the binding of cognate DNA-binding proteins in vitro, and drastically altered the spatial expression pattern in vivo. The *eve* stripe 2 enhancer includes binding sites for both activators and repressors, both being essential for proper expression (Small et al. (1991)). Cooperativity between transcription factors, the precise extent
of which remains a matter of debate (Ilsley et al. (2013)), is thought to be important for the establishment of a sharp stripe of expression from crude gradients of activators and repressors (Small et al. (1992)) (Figure 1.3).

Cooperativity has since been implicated in sharpening spatial expression patterns for other developmental genes as well. Direct physical interactions between bicoid molecules bound to neighboring genomic sites are essential for the establishment of precise expression domains for hunchback, giant and Krüppel, and mutants defective in cooperative DNA binding die during embryogenesis with head and thorax defects (Lebrecht et al. (2005)). Cooperativity is not, however, a universal feature of eukaryotic enhancers. Whereas switch-like, digital regulatory behavior has great advantages in some contexts, in others a more linear, analog response is preferable. For instance, non-cooperative binding of human NF-κb to clusters of binding sites allows a graded transcriptional response to varying extracellular concentrations of the TNF-α cytokine (Giorgetti et al. (2010)).

Detailed biochemical and structural studies on model regulatory modules, such as the virus-inducible interferon beta (IFN-β) enhancer in human, form the basis of our current understanding of the molecular mechanisms that underlie their function. The IFN-β enhancer, located ~50 bp upstream of the TSS of the IFN-β gene, is constitutively nucleosome-free. The TSS, on the other hand, is masked by a strongly positioned nucleosome under non-inducing conditions, and this arrangement strongly represses transcription. Virus infection triggers the activation of three sets of transcription factors: NF-κb, interferon regulatory facors (IRFs) and ATF-2/c-Jun heterodimers (Thanos and Maniatis (1995), Agalioti et al. (2000)). These TFs, together with the architectural protein HMG I(Y), bind cooperatively to the IFN-β enhancer, forming a dense deoxyribonucleoprotein complex dubbed "enhanceosome" (Panne et al. (2007)) (Figure 1.4). The TFs together recruit the GCN5 histone acetyltransferase complex, followed by CBP in a complex with RNA polymerase II. Acetylation of the TSS nucleosome by GCN5 and CBP facilitates the recruitment of the SWI/SNF chromatin remodeling complex. Remodeling of the TSS nucleosome allows the binding of TFIID to the TATA box, which causes the docking of PolIII at the core promoter and triggers transcription initiation (Thanos and Maniatis (1995), Agalioti et al. (2000)).

As in the case of the IFN-β gene, enhancer activation is often a stepwise process. So-called pioneer factors sometimes "prime" enhancers without inducing transcription, instead conferring upon them the competence to bind additional regulators (Zaret and Carroll (2011)). These particular factors are often capable of interacting with regulatory sequences that are inaccessible to other factors, for instance...
Figure 1.3. Organization and function of the D. melanogaster eve stripe 2 enhancer

(A) General organization of TFBSs at the eve stripe 2 enhancer. (B) A reporter gene driven by the minimal stripe 2 enhancer (blue) recapitulates the stripe 2 expression pattern of the endogenous eve gene (brown). (C, D) The expression domains of the giant (C) and Krüppel (D) repressors (in brown) define the boundaries of the eve expression domain (blue). Figure reproduced from Small et al. (1992).
Figure 1.4. Atomic structure of the IFN-β enhanceosome
The crystallographic structure model of the enhanceosome bound by all the sequence-specific transcription factors that are known to regulate its activity shows the overall organization of binding sites, as well as the spatial arrangement of transcription factors. Figure reproduced from Panne et al. (2007).
because of nucleosome occupancy or DNA methylation. Their binding can promote local remodeling of chromatin or demethylation of DNA, thus potentiating the locus for the possible binding of other factors (Almer et al. (1986), Xu et al. (2009), Stadler et al. (2011)). In developmental settings, these successive events can sometimes be well separated temporally. For instance, the pioneer factor FoxD3 binds to the albumin gene enhancer in human embryonic stem cells, preventing DNA methylation at a FoxA1 binding site. This binding site, however, will only become occupied when FoxA1 is expressed upon endoderm differentiation. Even then, FoxA1 itself does not induce transcription, instead acting as a placeholder for the binding of further factors. Upon terminal hepatocyte differentiation, the expression and binding of these additional factors finally leads to transcriptional induction (Xu et al. (2009), Cirillo et al. (2002)).

More recent work has yielded numerous important insights into enhancer function in higher eukaryotes. To explain how some regulatory elements could act on their target genes over large genomic distances, it had long been postulated that distal regulatory elements must physically associate with their target promoters through chromatin looping (Choi and Engel (1988)). Studies of the β-globin locus provided direct evidence for this type of direct interaction (Carter et al. (2002), Tolhuis et al. (2002)), and recent work in embryonic stem cells implicated the Mediator co-activator complex, as well as cohesin, in the establishment of such chromatin loops (Kagey et al. (2010)). Very recent studies in mammalian cells identified large clusters of enhancer-like modules, dubbed "super-enhancers", that display exceptionally high transcription factor occupancy and activity (Whyte et al. (2013)). Many of those drive the expression of key developmental regulators and are directly activated by the products of their target genes, thus implementing strong positive feedback loops that may be important for the epigenetic inheritance of cell fate decisions. Mechanistically, intriguing findings have raised numerous new questions. DNA methylation patterns are highly predictive of enhancer activity (Schlesinger et al. (2013)), prompting debate as to the exact causal relationships between transcription factor binding, DNA methylation and transcriptional induction. There is also very strong evidence that many active enhancers are transcribed (Kim et al. (2010), Schlesinger et al. (2013)). The presence of canonical TATA boxes in some of them, and indications that these motifs may be under purifying selection, suggest that the transcription of enhancers may play a role in their function (Schlesinger et al. (2013)). The advent of high-throughput approaches for the genetic dissection of regulatory modules offers promising avenues for the study of eukaryotic regulatory sequences (Melnikov et al. (2012), Kheradpour et al. (2013)). Characterization
of the Lac operon promoter by such methods has yielded an extremely detailed biophysical model of
the promoter, including accurate ab initio measurements of the strength of all intermolecular interac-
tions involved (Kinney et al. (2010)). These technological and conceptual advances hold out hope that
outstanding questions, such as the role of functional interactions between transcription factors, the gram-
matical rules of enhancer organization, or the role of cooperativity, may find some answers in the near
future.

**Genome-wide perspective**

Dissecting the genomic architecture of transcriptional regulation in higher eukaryotes has proven daunt-
ing due to the large size of genomes, the complexity of regulatory landscapes, and the intricacy of func-
tional interactions between regulatory sequences. In the past decade, however, technological advances
and the financing of large functional annotation projects have led to rapid progress in our understanding
of regulatory sequence.

Advances in microarray and DNA sequencing technologies have spurred fast-paced innovation
in approaches to read out genome function. Chromatin profiling, in particular, has emerged as a powerful
tool for the detection of regulatory activity on a genome-wide scale (Heintzman et al. (2009), Ernst et al.
(2011)). Indeed, combinatorial profiles of DNA methylation and histone modifications are characteristic
of the type and activity status of specific classes of regulatory elements (Schlesinger et al. (2013)). Be-
cause of the versatility and relative ease of profiling chromatin landscapes, it has now become standard
practice to use such strategies to identify regulatory elements ab initio. The latest work by the ENCODE
consortium identified almost 400,000 enhancer-like and over 70,000 promoter-like regions throughout
the human genome (Bernstein et al. (2012)). Similar work in mouse identified over 234,000 putative
enhancers and 53,000 putative promoters (Shen et al. (2012)). Even in the much more compact genome
of *D. melanogaster*, chromatin profiling has led to the annotation of over 14,000 putative cis-regulatory
modules and 7,000 insulators (Negre et al. (2011)). In vivo DNaseI footprinting in human cell lines
and tissues revealed the existence of at least 8.4 million putative transcription factor binding sites, many
of which display canonical sequence motifs and signs of purifying selection (Neph et al. (2012)). In
accordance with this apparent regulatory complexity, genome-wide surveys of transcriptional initiation
have identified large numbers of promoters in various genomes, and established that many genes use
multiple alternative promoters (Carninci et al. (2005), Carninci et al. (2006), Hoskins et al. (2011)).
Functional interactions between promoters and distal regulatory elements are at this point poorly characterized, and even more poorly understood. The organization of eukaryotic genomes into multiple distinct domains may underlie these interactions, with individual chromosomes largely confined to their own "chromosome territories" (Cremer and Cremer (2001), Lanctot et al. (2007)). These architectural features are thought to have implications for many aspects of genome function, including gene expression (Lanctot et al. (2007)). The rules underlying this organization, however, are only beginning to be uncovered. Recent efforts to map physical interactions in the human genome have revealed a complex hierarchical organization, with megabase-scale topological domains mostly invariant between cell types and even between species, and submegabase-scale interactions displaying much more plasticity during cell differentiation (Dixon et al. (2012), Phillips-Cremins et al. (2013), Jin et al. (2013)). This profound reorganization of fine-scale architecture is thought to reflect the cell type-specific remodeling of functional interactions between regulatory modules, such as those between enhancers and their target promoters. How these interactions are specified remains to be determined, as putative regulatory elements generally do not interact with the closest transcription start site (Sanyal et al. (2012)). Recent data suggests that CTCF and cohesin tend to anchor broad invariant domains, whereas Mediator and cohesin seem involved in mediating promoter-enhancer interactions (Phillips-Cremins et al. (2013)). There is also genetic evidence that Mediator and cohesin are required for functional interactions between enhancers and promoters in human cells (Kagey et al. (2010)). The precise relationship between physical contact and transcriptional induction is unclear, as some enhancers are already in contact with their target promoters before being fully induced by cognate signals (Jin et al. (2013)).

Although the organizing principles themselves have not yet emerged, it is abundantly clear already that distal regulatory elements and the three-dimensional organization of genomes have acute relevance to development (Attanasio et al. (2013)) and evolution (Cotney et al. (2013)), as well as to human disease (Hindorff et al. (2009), Bernstein et al. (2012), Attanasio et al. (2013)). Indeed, it has been estimated that up to 88% of disease-associated single-nucleotide polymorphisms (SNPs) yielded by various genome-wide association studies (GWAS) lie outside of protein-coding sequence (Hindorff et al. (2009)), and are substantially enriched in putative enhancer and promoter regions (Bernstein et al. (2012)).
Gene regulatory networks in development

Although much of gene regulation can be understood at the level of individual genes or even regulatory modules, some other aspects of regulatory behavior are inherent properties of broader gene regulatory networks (GRNs). The emerging properties of these higher-level systems underlie complex computations and dynamic patterns of expression: for instance binary decisions, memory of regulatory state or, conversely, transient responses (Davidson (2010)). The positive feedback loop of the previously mentioned Lambda phage regulatory network, which provides long-term memory to that system, offers a classical illustration of this principle. In addition to this feedback, mutual inhibitory interactions between the repressor and its antagonist, Cro, provide Lambda with a switch mechanism: whichever of the two regulators first reaches a high enough concentration fully represses its antagonist, thus sealing the fate of the expression state of the cell (reviewed in Ptashne (2011)).

Such stereotyped topological features are known as sub-circuits, or network motifs (Alon (2007)). They are repeatedly found in large numbers of regulatory networks, from bacteria to vertebrates, in which they perform similar logic computations. For instance, several positive feedback loops are thought to form the basis for the maintenance of embryonic stem cell fate in mammals. The master regulators of ES cell fate, Oct4, Sox2 and Nanog, in addition to activating a large set of regulator and effector genes, also directly activate the transcription of the genes that encode them (Boyer et al. (2005), Young (2011)). The versatility of network motifs is a consequence of the fact that their functional attributes depend on their topology, rather than on the particular regulator genes that compose them (Davidson (2010)). A recent theoretical study showed that, of all the possible topologies of 3-node networks, only 2 are capable of mediating transient responses (Ma et al. (2009)). This demonstrates in a telling manner that topology, rather than individual genes, is key to understanding network effects.

It has been proposed that most developmental GRNs may be complex, hierarchical assemblages of a modest number of stereotypical sub-circuit types, each performing one of the finite number of tasks required for development: for instance interpreting initial inputs, stably maintaining a defined regulatory state, or excluding other regulatory states (Oliveri et al. (2008), Davidson (2010)). Dissection of the GRN specifying the skeletogenic mesoderm in sea urchin, one of the best-characterized metazoan developmental regulatory networks to date, revealed such a modular structure: a succession of sub-circuits performing atomic processing tasks, from input signal transduction to the expression of terminal
differentiation genes (Oliveri et al. (2008)). There are also indications that early embryo patterning in *Drosophila* may well be governed by a similarly structured GRN (Davidson (2010), Stathopoulos and Levine (2005), Segal et al. (2008)). It is a cascade of regulatory interactions that establish anterior-posterior and dorsal-ventral patterns by recursively subdividing presumptive embryonic domains. The regulatory states of these presumptive domains ultimately determine the expression of distinct cellular phenotypes. Stereotyped network sub-circuits are also repeated in this GRN, and some perform tasks similar to those they have in other networks.

The ability to model complex gene regulatory networks in a quantitative and predictive manner will ultimately be key to our understanding of the genetic basis of multicellular development. Their characterization, however, is extremely complex and work-intensive, and large-scale network inference in higher eukaryotes remains a challenge (Yosef et al. (2013)). But the ability to generate data at an ever-increasing throughput, as well as new ways to analyze and interpret this data, are offering promising avenues to do so.

### 1.3 Rewiring circuits: Regulatory evolution in eukaryotes

Regulatory changes are believed to play a prominent role in the evolution of development and morphological phenotypes. Their unique properties set them apart from other types of genetic changes such as protein-coding mutations and gene duplications, and confer them an exceptional potential to generate phenotypic novelty. My interest in regulatory evolution largely stems from the recognition of these unique features, and this section will discuss these properties and their relevance to the evolution of development. I will first provide a brief historical perspective of principles and hypotheses regarding regulatory changes and their impact on animal development. Then I will describe a set of well-characterized examples of morphological evolution that illustrate them. A series of studies of the evolution of wing pigmentation patterns in *Drosophila*, in particular, will provide the basis for a more detailed discussion of the mechanisms by which regulatory innovation can create complex developmental patterns. This detailed discussion of the features that make them unique and worthy of interest is intended as a rationale for my focus on regulatory changes in development, which constitutes a fundamental premise of my project. An assessment of the adaptive value of the contributions of regulatory changes will follow. Finally, the last two subsections will describe the mechanisms of regulatory sequence evolution at the
molecular level, and the particular role of transposable elements in driving regulatory evolution.

**Historical perspective & General considerations**

As our modern understanding of gene regulation started to emerge in the early days of molecular biology, a number of authors started to recognize that the diversification of higher eukaryotes must have involved something else than the creation of completely new genes, and that regulatory variation could represent a powerful means to generate phenotypic novelty \cite{Britten1969, Britten1971}. In their famous 1975 paper, King and Wilson compared a number of proteins that had been sequenced at the time in both humans and chimpanzees. In the face of striking similarity for all these proteins, they offered this hypothesis: "We suggest that evolutionary changes in anatomy and way of life are more often based on changes in the mechanisms controlling the expression of genes than on sequence changes in proteins" \cite{King1975}. François Jacob similarly argued that the "chemical structures and functions" of diverse organisms are highly similar, and that evolution "is a matter of regulation rather than of structure" \cite{Jacob1977}.

Despite these early intuitions, the molecular mechanisms by which this diversification could possibly occur were and remain elusive. Early findings regarding the genetic determinism of embryonic development in *Drosophila* yielded some precious insights, however. The characterization of homeotic genes, in particular, seemed to offer reasonable hypotheses to explain some macroevolutionary transitions \cite{Lewis1978}. Indeed, there appeared to exist a finite number of genes capable of specifying the identity and complex phenotype of each segment in the body, and mutations of these loci were capable of striking reorganizations of the body plan by reassigning segment identities. Mutations near the *Ultrabithorax* locus, for instance, could create flies with a second pair of wings in place of halteres, similar to those of other insects \cite{Lewis1978}.

In the conceptual framework of hierarchical GRNs that specify developmental processes, this translates into the notion that relatively simple regulatory changes at key nodes in GRNs could have considerable influence on organismal phenotypes \cite{Britten1971, Stern2009, Davidson2010}. One important feature in evolution, recognized since the early days of comparative embryology and still remarkably current, is that history and contingency have a remarkable impact on subsequent changes. Historical constraints define future possibilities, and the layering of novel features onto existing ones gradually adds further constraints \cite{Jacob1977, Davidson2010}. 
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In terms of GRNs, the corollary of this is that once created, utilized and built upon, certain regulatory sub-circuits become absolute necessities, with greatly diminished potential for further change. It has been argued that some such sub-circuits highly resilient to evolutionary change, dubbed network "kernels", do indeed exist, and perform comparable fundamental tasks in distantly related organisms (Davidson and Erwin (2006)).

The notion of pleiotropy is also key to many theoretical arguments made in support of regulatory evolution as a driver of developmental evolution (Carroll (2005), Stern and Orgogozo (2009)). Indeed, in metazoans individual regulatory proteins (TFs, signaling molecules, receptors, etc) are often used in multiple different developmental processes, with context-dependent effects. Pleiotropy restricts the evolutionary potential of gene products, as any change beneficial to one process is likely to have other, potentially deleterious effects on other processes in which the molecule engages. Because of the "compartmentation" of regulatory information into multiple genetically separable modules, such as enhancers, cis-regulatory mutations can more easily circumvent such pleiotropic effects (Kirschner and Gerhart (1998), Raff and Raff (2000), Carroll (2005)). The same argument is often made to predict the relative scarcity of trans regulatory mutations, as those will likely display considerable pleiotropy due to their influence on many target genes (Carroll (2005), Stern and Orgogozo (2009)). And indeed, a number of recent studies have hinted at the conclusion that cis-regulatory mutations are more frequently fixed in nature than mutations of trans regulators (Wittkopp et al. (2008), McManus et al. (2010)).

Much debate still surrounds the types of mutations most relevant to developmental evolution, their phenotypic effect sizes, and the number of causal mutations that explain natural evolutionary changes (Stern (2000)). Classical micromutationist views, based mostly on population genetics theory and largely uninformed by the actual mechanisms through which genes direct development, hold that large numbers of mutations with minute effects must form the basis of adaptation. Macronmutationist views hold that large-effect mutations do appear occasionally in natural populations and can be beneficial enough to be selected for. They are supported in part by the observation of experimentally induced mutations with surprisingly large effects. These questions have only begun to be answered by detailed studies of evolutionarily relevant genetic variation.
Regulatory changes in morphological evolution

Over the past two decades, the convergence of classical evolutionary theory and developmental genetics has produced a plethora of studies aimed at understanding the genetic basis for morphological evolution. For the reasons explained above, many of them have focused, in particular, on the role of regulatory evolution. Here I provide a few examples that illustrate the relevance of regulatory changes to the evolution of development and morphology in various organisms.

As stated earlier, the discovery of homeotic genes in *Drosophila* provided a solid genetic basis for attempting to understand the evolution of body plans in metazoans. The discovery that the emergence of the classical 8-gene Hox set predated the radiation of arthropods (Grenier et al. (1997)) forced the realization that the tremendous diversity of their body plans must have been brought about by some modifications of the activity of these very 8 genes (Palopoli and Patel (1996), Popadic et al. (1998), Carroll (1995)). It was originally proposed by Edward Lewis that changes to Hox genes must explain the major evolutionary transitions in arthropods, such as those from “millipede-like” ancestors to four-winged insects to six-legged, two-winged insects like *Drosophila* (Lewis (1978)). In keeping with this theory, it has been argued that the transition from a crustacean-like to a hexapod body plan was caused by changes to the expression patterns of *Ultrabithorax* (*Ubx*) and *Abdominal-A* (*Abd-A*), as well as protein-coding mutations of *Ubx* (Ronshaugen et al. (2002)). It has also been proposed that changes in the expression of some Hox genes, as well as changes in their sets of target genes, explain major differences between Lepidoptera and Diptera, such as the presence of larval abdominal limbs and two pairs of wings in Lepidoptera (Warren et al. (1994)). Some authors have argued that changes to Hox gene expression also underlie the evolution of other characters, such as head structures, in arthropods (Popadic et al. (1998)).

Such hypotheses about macroevolutionary transitions between distantly related taxa are exceedingly difficult to test, however, and largely rely on circumstantial evidence (Stern (2000)). In contrast, more modest changes between closely related species have been characterized in much greater detail. For instance, subtle variations in the regulation of *Ubx* are responsible for the evolution of the patterns of trichomes (hair-like structures) on the legs of adults in the *Drosophila* genus (Stern (1998)). Likewise, regulatory evolution of the *Shavenbaby* (*svb*) gene underlies the variation in larval trichome patterns between closely related *Drosophila* species (Sucena and Stern (2000), Sucena et al. (2003)). High-
resolution genetic mapping of the loci responsible for these phenotypic differences identified three distinct loci closely linked to the \( svb \) gene that overlap three enhancers involved in its regulation (McGregor et al. (2007)). These observations revealed that the evolution of this trait required multiple small-effect \textit{cis}-regulatory mutations at a single gene, in agreement with classical micromutationist theory. In addition, the fact that regulatory mutations of \( svb \) have repeatedly been involved in the evolution of this trait in multiple lineages illustrates the idea that some genes are indeed hotspots for the evolution of a character, perhaps due to their key position in particular GRNs (Stern and Orgogozo (2009), Siern (2013), Prud’homme et al. (2006), ).

\textit{Cis}-regulatory mutations also account for the evolution of diverse traits in other organisms. For instance, multiple mutations affecting the regulation of \textit{unpaired-like}, a homolog of a \textit{D. melanogaster} gene regulating cell proliferation and differentiation, are responsible for changes in the size and shape of wings among different species of \textit{Nasonia} wasps (Loehlin and Werren (2012)). Likewise, \textit{cis}-regulatory mutations of the \textit{Pitx1} gene are responsible for the reduction of pelvic fin size in stickleback fish (Shapiro et al. (2004)). Novel enhancer-like regulatory activities in the embryonic limb have evolved in the human lineage, and may underlie certain human-specific morphological traits (Cotney et al. (2013)).

This set of studies, and many others, point to a major role for \textit{cis}-regulatory mutations in the evolution of development and morphology, and have begun to refine our understanding of the genetic and developmental mechanisms that underlie these transitions. This is not to say, however, that protein-coding mutations do not matter to morphological evolution: for instance, the evolution of a head crest in pigeons was recently shown to result from a single non-synonymous mutation in the \textit{EphB2} gene (Shapiro et al. (2013)). The relative contributions of both mechanisms, and the precise influence of small- and large-effect mutations, remain very much a matter of debate.

\textbf{Evolution of pigmentation patterns in \textit{Drosophila}}

The evolution of adult pigmentation patterns in \textit{Drosophila} offers a particularly valuable case study, as it has been characterized more thoroughly than any other morphological phenotype, and it illustrates a number of the principles that I introduced earlier. Below I explore this example through a set of studies published over the last decade.

The dark pigmentation of adult body parts (abdomen, bristles, wings, etc) is due to the local production of dark melanin during pupal development by the product of the \textit{yellow} (\( y \)) gene (Wittkopp
et al. (2002)). Other genes modulate this process, such as ebony (e), whose product inhibits melanin production. y expression in pupae generally prefigures the adult pigmentation pattern, and the evolution of y regulation has repeatedly been found to play a major role in the evolution of adult pigmentation (Carroll (2005)). In addition to its role in the formation of multiple independent pigmentation patterns, y is also expressed in some neurons and is thought to play an important role in male courtship behavior (Radovic et al. (2002), Drapeau et al. (2003), Drapeau et al. (2006)). This accumulation of multiple independently selectable functions makes y a stereotypical example of a gene in which protein-coding mutations would have extremely pleiotropic effects. As a consequence, selective pressure on each trait would likely dramatically reduce the evolutionary plasticity of all other traits. Instead, pigmentation pattern evolution has repeatedly evaded pleiotropy-related constraints by exploiting cis-regulatory mutations at the y locus to independently modify expression patterns in various parts of the body (Wittkopp et al. (2002), Carroll (2005), Gompel et al. (2005)). Through the separation of regulatory functions specifying different phenotypes into physically distinct modules, the y locus has been ideally shaped by selection for this genetic uncoupling of phenotypes. In the few cases in which the genetic causes of evolutionary change have been finely mapped, there appear to be several causal mutations involved, in agreement with the classical micromutationist view that evolutionary change is brought about by the progressive accumulation of small-effect mutations (Gompel et al. (2005)).

A study by Wittkopp et al. explored the genetic causes of the divergence in adult body pigmentation patterns (Wittkopp et al. (2002)). yellow expression in pupae differs between distantly related Drosophila species, and it is correlated with the distribution of melanin on the adult body. Transgenes from D. subobscura and D. virilis in D. melanogaster drive species-specific expression patterns, which points to the implication of cis-regulatory mutations. However, D. melanogaster transgenes in D. virilis do not fully recapitulate the original expression pattern, suggesting that there are differences in trans regulators as well. In addition, ectopic y expression was found to specify ectopic pigmentation in some genetic backgrounds only. An unidentified modifier mutation on another chromosome (not ebony) was found to be responsible for this effect, implying that epistatic interactions also modulate pigmentation patterns.

Work by Gompel et al. focused on the evolution of a wing spot in D. biarmipes (Gompel et al. (2005)). Wing pigmentation patterns are very diverse throughout the Drosophila genus, and are thought to have varied functions in camouflage, mimicry, thermoregulation and mate selection. The presence
of a dark pigmentation spot on the anterior part of the wing tips of males is a derived character in *D. biarmipes*, a close relative of *D. melanogaster*. Both species also display homogeneous light pigmentation throughout the wing. *yellow* expression in pupae prefigures the adult pigmentation pattern, and the two species have homologous wing enhancers upstream of *y*. In *D. melanogaster*, the *D. biarmipes* enhancer drives transgene expression in a pattern reminiscent of the wing spot, indicating that mutations within the enhancer account to a first approximation for the evolution of the new pigmentation pattern. Further analysis revealed that the *D. biarmipes* element has acquired binding sites for the Engrailed repressor, as well as for an unidentified activator. The *engrailed* gene has a deeply conserved role in wing development, and is expressed in the posterior half of pupal wings. Ectopic *y* expression in *D. melanogaster* wings is not sufficient to cause ectopic pigmentation, suggesting that other loci are involved. Incidentally, the male wing spot in *D. biarmipes* is associated with a localized down-regulation of the melanin-inhibitory *ebony* gene in pupal wings, suggesting that changes affecting *ebony* expression have played a role. Overall, this study showed that the evolution of a novel pigmentation pattern involved multiple cis-regulatory mutations at the *y* locus, as well as additional changes at other loci. The *y* locus mutations, by creating new regulatory inputs, co-opted the deeply conserved expression patterns of developmental regulators such as engravled. The evolution of elaborate wing patterns in *D. guttifera* appears to have followed a similar strategy, through the co-option of a preexisting wingless expression pattern. These observations suggest a straightforward evolutionary path for the emergence of complex features, through the layering of new regulatory interactions onto existing ones.

Very recent work by Arnoult et al. (Figure 1.5) has built upon this study, and led to a detailed understanding of the genetic mechanisms underlying the emergence and subsequent diversification of a wing pigmentation trait in the *D. melanogaster* group (Arnoult et al. (2013)). The male-specific wing spot of *D. biarmipes* has homologs in several other species that display variation in their shapes and intensities. *yellow* expression in pupal wings foreshadows the adult pigmentation patterns, and it is driven by homologous enhancers in all species. The transcription factor Distal-less (Dll), a well-defined regulator of wing patterning, has several binding sites in the *D. biarmipes* enhancer, and is both necessary and sufficient to trigger its activation. Dll was also found to somehow repress the expression of *ebony*. Interestingly, ectopic Dll expression is sufficient to direct ectopic pigmentation, but only in spotted species. Together, these observations suggest that the initial emergence of the wing spot involved the evolution of regulatory interactions between Dll and at least two different pigmentation genes. Intriguingly, the
Figure 1.5. Evolution of wing pigmentation spots in *Drosophila*

(A) Phylogenetic tree (left) and wing pigmentation patterns (middle) of several *Drosophila* species. The expression pattern of the *yellow* gene in developing wings (right) prefigures the adult pigmentation pattern. (B) Model for the evolution of the wing pigmentation spot. The co-option of regulatory interactions by pigmentation genes is thought to underlie the initial emergence of the spot. Subsequent changes in the expression of an upstream regulator of these genes were then responsible for the diversification of wing spot shapes. Figure reproduced from Arnoult et al. (2013).
*D. biarmipes* enhancer recapitulates the exact spot expression pattern as a transgene in *D. biarmipes*, but not in *D. melanogaster*, suggesting subtle differences in *trans* regulators between the two species. Strikingly, at late developmental stages, after wing patterning is complete, Dll expression patterns diverge between the different spotted species, and in all cases accurately prefigure the adult pigmentation patterns. This body of work indicates that the wing spot originally emerged through the recruitment of multiple regulatory inputs (Dll, engrailed, etc) by multiple pigmentation genes, and that the subsequent diversification of spot characteristics involved modifications of the expression of the main inducer, Dll. It illustrates how Dll has become a recurrent target for the diversification of spot patterns, and suggests a model in which different evolutionary events might arise from changes at different hierarchical levels of developmental gene regulatory networks. Possibly, the emergence of morphological novelties requires changes to the regulation of effector genes, whereas their subsequent diversification involves the spatial redistribution of upstream master regulators.

These studies have together contributed a great deal to our understanding of the role of *cis*-regulatory changes in morphological evolution. They seem to confirm a number of theoretical predictions regarding the avoidance of pleiotropic effects, the co-option of existing regulatory information, the number and effect sizes of causal mutations, and the existence of "hotspot" genes repeatedly targeted in multiple lineages for the evolution of the same trait. Interestingly, the evolution of color patterns in mouse is caused by *cis*-regulatory mutations at the *Agouti* locus (Manceau et al. (2011)), raising the possibility that some of these principles may be generalizable.

**Relevance to adaptive evolution**

Although it is by now well established that *cis*-regulatory mutations contribute to phenotypic evolution, it is not entirely clear yet to what extent this evolution is adaptive (Fay and Wittkopp (2008)). In recent years, comparative genomics and population genetics have provided powerful tools to start investigating this question. In vertebrates and humans in particular, the vast amounts of population variation data that have been generated have been harnessed for this purpose, and analyses point to a very prevalent role for regulatory variation in adaptation on various time scales. Recently generated population data for *Drosophila* should provide similar insights in the near future and allow comparisons with vertebrates.

Freshwater adaptation in sticklebacks constitutes a powerful model system, and it provides a useful illustration of the possible contributions of regulatory variation to recent evolution. Marine
sticklebacks have colonized freshwater habitats formed since the last ice age in many locations around the world, and have progressively adapted to this new environment. The repeated evolution of similar phenotypic traits in similar environments demonstrates unambiguously that these changes have been driven by natural selection. Genome sequencing of multiple wild marine and freshwater isolates from diverse geographical locations allowed the detection of recurrently selected variants across the genome. This analysis revealed that, although protein-coding variants did play a role, it is predominantly cis-regulatory variants that have driven adaptation (Jones et al. (2012)).

Many recent studies have investigated the prevalence of heritable variation affecting gene expression, which is the first necessary condition for evolution. In diverse organisms, there is growing evidence that regulatory variation indeed abounds in natural populations. In Drosophila, transcriptome profiling in inbred lines recently derived from wild isolates has revealed extremely widespread heritable variation in transcript levels (Ayroles et al. (2009)). In human, genome-wide mapping of genetic variants affecting transcript levels, known as expression quantitative trait loci (eQTLs), has identified thousands of common variants segregating in natural populations (Lappalainen et al. (2013)). This study also identified hundreds of additional QTLs affecting alternative splicing, and another one revealed the existence of abundant genetic variation affecting protein levels (Wu et al. (2013)). It has also been shown that polymorphisms affect chromatin accessibility at thousands of loci across the human genome, and that these variants often overlap predicted transcription factor binding sites (Degner et al. (2012)). Similarly in mouse, there is abundant standing genetic variation affecting the function of individual enhancers (Heinz et al. (2013)), and enhancers have been shown to regulate developmental phenotypes such as craniofacial morphology (Attanasio et al. (2013)). In conclusion, it is very clear that regulatory variation is abundant in natural populations of various organisms, and that this variation has the potential to produce selectable phenotypic effects.

In addition, there is widespread evidence of fast regulatory divergence between species. Two recent studies have focused on the divergence of tissue-specific gene expression and splice isoform abundance across multiple vertebrates (Merkin et al. (2012), Barbosa-Morais et al. (2012)). Both differ very substantially between species, and alternative splicing was found to diverge particularly fast. However, although a relative enrichment for changes in alternative splicing affecting phosphorylation sites and protein-protein interaction domains suggests a contribution of positive selection, it is unclear to what extent transcriptome evolution is adaptive. A number of authors have even argued that it may
be primarily neutral, driven by genetic drift and buffered by compensation at other levels of regulation (Khaitovich et al. (2004), Khaitovich et al. (2005), Fay and Wittkopp (2008), Staubach et al. (2010), Khan et al. (2013), McManus et al. (2013)).

On the other hand, a large body of recent work has provided evidence that regulatory variation contributes substantially to lineage-specific adaptation. Comparative genomics approaches have revealed widespread adaptive acquisition of new regulatory sequences throughout the vertebrate radiation. Regulatory innovation seems to have occurred in three successive waves that preferentially affected different functional categories of genes (Lowe et al. (2011)). Another study identified almost a thousand conserved non-coding sequences that display markedly accelerated evolution in the human lineage, suggesting that they are under positive selection for human-specific traits (Prabhakar et al. (2006)). Estimates of selective forces acting on human transcription factor binding sites point to an important contribution of regulatory mutations to adaptive evolution since the divergence from chimpanzee (Arbiza et al. (2013)). The analysis of population genetics data has revealed reduced polymorphism, implying purifying selection, on recently acquired regulatory functions in human (Ward and Kellis (2012)). Human-specific constraint in non-conserved regulatory regions was detected, notably, near genes with roles in nerve growth and color vision, consistent with purifying selection for novel functions.

Interestingly, at least one recent study has attributed a significant role for regulatory variation in population-specific adaptation within the human species. Using population data, Fraser argued that regulatory mutations drive local adaptations in different human populations throughout the world. Strikingly, he found that regulatory mutations were over ten times more likely than protein sequence changes to underlie local adaptation (Fraser (2013)).

**Molecular mechanisms of regulatory innovation**

Efforts to characterize the evolutionary dynamics of regulatory sequences and of their functional output have revealed a complex picture. There is strong evidence of widespread purifying selection on individual transcription factor binding sites (TFBSs) in *Drosophila* (Clark et al. (2007)) and in mammals (Arbiza et al. (2013)), yet comparative studies of TF binding have demonstrated fast-paced turnover of TFBSs, particularly in mammals (Moses et al. (2006), Odom et al. (2007), Stefllova et al. (2013)). Our mechanistic understanding of regulatory sequences is still limited, and it is difficult to predict how rearrangements of regulatory sequences affect their ultimate function.
The *Drosophila eve* stripe 2 enhancer, described earlier, provides one of the best-characterized examples of regulatory sequence evolution to date. Precise spatiotemporal expression of *eve* in early embryos is crucial, and accordingly the function of the stripe 2 enhancer is tightly conserved across several species as distantly related as *D. melanogaster* and *D. pseudoobscura* ([Ludwig et al.](1998), [Ludwig et al.](2000), [Ludwig et al.](2005)) or even sepsids ([Hare et al.](2008)). Surprisingly, however, the sequence of the enhancer appears to have diverged substantially between species ([Ludwig et al.](1998), [Ludwig et al.](2000), [Ludwig et al.](2005), [Ho et al.](2009)). An early study revealed that, of the 17 *D. melanogaster* TFBSs identified at the time, only 3 are perfectly conserved across 4 *Drosophila* species considered ([Ludwig et al.](1998)). Compared to the *D. melanogaster* element, the *D. pseudoobscura* enhancer was found to lack a Bicoid binding site, but to have an additional Krüppel binding site, and several other TFBSs are weakened by substitutions. Importantly, the missing Bicoid binding site is known to be essential for enhancer function in *D. melanogaster* ([Ludwig et al.](1998)). To explain this high degree of functional conservation despite substantial sequence divergence, it has been proposed that TFBS mutations with small effects on *eve* expression can reach fixation by drift at an appreciable rate, and that stabilizing selection maintains enhancer function in the long run by favoring mutations that offset these weakly deleterious effects. ([Ludwig et al.](2000), [Ludwig et al.](2005)) According to this model, homologous regulatory modules are expected to differ by many functionally compensatory mutations.

Stefflova, Thybert et al. used comparative profiling of TF binding in the liver of multiple rodents to estimate the degree of TFBS divergence between closely related species, and to investigate the determinants of conservation and change ([Stefflova et al.](2013)). In agreement with previous work, they observed fast turnover of individual TFBSs. By measuring binding for several TFs that are known to often co-bind the same *cis*-regulatory modules, they were able to demonstrate that cooperativity between factors is a major determinant of TFBS conservation. Binding sites in co-bound regions are under stronger purifying selection than isolated sites, and the loss of a binding site often causes the loss of binding of other TFs in the same module.

A genome-wide study of binding sites for 78 human TFs provided insights into the selective forces that shape regulatory evolution ([Arbiza et al.](2013)). About a third of all nucleotides in these TFBSs were found to evolve under a non-neutral regime. The information content of each position in a TFBS motif and the overall affinity of individual motifs have a strong influence on the magnitude of
negative selection. Positive selection was also found to be prevalent, showing that variation in these TFBS has contributed significantly to adaptation in the human lineage.

The rate of TFBS gain and loss is much lower in *Drosophila* than in mammals, although it is still consequential (Moses et al. (2006), Odom et al. (2007), Bradley et al. (2010), He et al. (2011), Stefflova et al. (2013)). It has often been proposed that differences in genome architecture can account for these different dynamics, as most fly genomes are considerably smaller, and more densely covered by constrained functional elements, than their mammalian counterparts. Some authors have also argued that population genetics probably also partly explains this discrepancy, as effective population sizes in *Drosophila* are thought to be dramatically larger than in mammals, which greatly potentiates the influence of natural selection (Stefflova et al. (2013)).

Although the mutational mechanisms driving the gain, loss and modification of regulatory elements are diverse, a large body of work now supports the long-standing hypothesis that transposable elements play an important role in the evolution of regulatory sequence. Through their ability to distribute stereotyped regulatory modules throughout their host genomes, they are believed to contribute greatly to the assembly of complex gene regulatory networks. The next section explores this hypothesis and the evidence supporting it.

**Transposons as regulatory elements & Vectors of genetic innovation**

Transposons are genetic elements capable of physically moving, or transposing, to other loci within the genome that hosts them. They are broadly classified according to their molecular mechanisms of transposition (Kazazian (2004)). One class transposes through direct excision from the locus of origin and integration at a new one, and is referred to as DNA transposons. Other elements are first copied into an RNA intermediate, before being reverse-transcribed into DNA and integrated at a new locus, and are termed retrotransposons. These fall into two classes: those with long terminal repeats (LTR) and those without, respectively known as LTR and non-LTR retrotransposons. The latter include two superfamilies of well-known elements, called long and short interspersed elements (LINEs and SINEs). All three main classes of transposons – DNA, LTR and non-LTR – include two related types of elements. Some encode the enzymatic machinery required for their own transposition, and are therefore called autonomous elements. Others, thought to have evolved from autonomous transposons by deletion of internal sequences, do not encode this machinery and require the expression of related autonomous
elements to mediate their transposition. Those are known as non-autonomous elements. Transposons have been discovered in both prokaryotes and eukaryotes, and constitute a very significant portion of the genomes of higher eukaryotes. For instance, they account for about 50% of all bases in the human genome (Lander et al. (2001)) and over 80% of the maize genome (Schnable et al. (2009)).

When Barbara McClintock discovered transposons in maize, she described them as mobile "controlling elements" affecting the expression of individual genes, as made evident by the modification of specific phenotypes (McClintock (1956)). The mechanisms underlying this control were unknown, as the molecular underpinnings of gene regulation were only beginning to be investigated, and the broader relevance of the phenomenon was unclear at the time. Yet, she noted early on that "controlling elements appear to reflect the presence in the nucleus of highly integrated systems operating to control gene action", hinting at the possibility of a more general regulatory role. These findings resonated with the ideas of Britten and Davidson, and their theoretical considerations regarding the potential roles of repeated sequences in the organization of the gene regulatory networks orchestrating multicellular development. They underscored the outstanding potential of mobile genetic elements for driving the evolution of such networks through the "saltatory replication" of regulatory elements (Britten and Davidson (1969), Britten and Davidson (1971)).

Subsequently, as more was discovered about their properties and their impact on host genomes, transposons came to be viewed primarily as genomic parasites, surviving and thriving solely because of their ability to replicate faster than they are eliminated. This "selfish DNA" hypothesis elegantly relies on the sufficiency of selectively near-neutral proliferation as its sole explanatory concept, and gained considerable traction (Orgel and Crick (1980), Charlesworth et al. (1994)). The low population frequency of many mobile element insertions in Drosophila appeared consistent with this theory (Charlesworth et al. (1992), Charlesworth et al. (1994)). It was also supported by the discovery of deleterious effects associated with transposons, and the scarcity of known beneficial effects. The phenomenon of hybrid dysgenesis, by which crosses between different strains of Drosophila can have dramatically reduced fertility, is caused by the unleashing of transposons present in only one of the two strains (Pelisson (1981), Bingham et al. (1982), Malone et al. (2009)). Other work in fly found that ectopic recombination between different insertions of an element is a significant source of selective pressure limiting transposon proliferation (Charlesworth et al. (1992), Charlesworth et al. (1994)). This balance between rapid expansion and weak negative selection can potentially explain the maintenance of mobile elements around
a steady-state copy number.

These views also appeared consistent with the more recent discovery of dedicated molecular mechanisms that mediate the silencing of mobile elements. In the germline as well as in somatic tissues, RNA interference-related pathways repress the expression of transposons at the transcriptional and post-transcriptional levels (Malone et al. (2009)). These mechanisms have been characterized in depth in *Drosophila*. In *D. melanogaster* ovaries, the piRNA pathway uses short RNAs to guide the transcriptional and post-transcriptional silencing of transposons by Argonautes of the Piwi clade (Malone et al. (2009), Rozhkov et al. (2013)). Chromosomal loci that generate primary piRNAs, which are responsible for initiating this process, are composed primarily of transposon fragments. For this reason, they are thought to constitute a catalog of elements present in the genome. It is believed that the insertion of new types of transposons into such clusters underlies their silencing. Through this organization, the piRNA pathway is able to provide a form of adaptive immunity against transposons (Malone et al. (2009)). In somatic tissues, transposons are post-transcriptionally silenced by Ago2 and endogenous siRNAs (Ghildiyal et al. (2008), Czech et al. (2008), Ghildiyal and Zamore (2009)). Despite these repression mechanisms, transposable elements have long been known to be expressed in certain somatic tissues, and to encode cis-regulatory sequences that determine their expression specificity (Ding and Lipshtz (1994), Bronner et al. (1995), Kerber et al. (1996), Graveley et al. (2010)). Their patterns of expression are thought to be the result of a balance between intrinsic regulatory elements and silencing by the host (Ghildiyal and Zamore (2009)).

More recent data has come to support at least partly the early views of transposons as occasionally beneficial, almost symbiotic genetic elements. Work in plants has confirmed the role of transposons in gene regulation, as well as other aspects of chromosome biology, and characterized some of the mechanisms by which they act (Lippman et al. (2004)). The study of an ongoing burst of transposition in rice revealed a near-complete avoidance of integration into exons, as well as weak effects of new insertions on gene expression under normal conditions, thus explaining how genomes can withstand even robust expansions of some elements. Strikingly, new insertions had the ability to render neighboring genes stress-responsive, illustrating how transposons can rewire regulatory circuits in potentially beneficial ways (Naito et al. (2009)). In mammals, early comparative genomics work identified deeply conserved regulatory modules derived from transposable elements, and suggested that they might be more prevalent than many believed at the time (Bejerano et al. (2006), Silva et al. (2003), Lowe et al. 2004).
Large-scale surveys of transcription initiation sites in mouse and human have revealed the existence of tens of thousands of active retrotransposon-derived promoters, many of which are likely to drive the expression of protein-coding genes (Faulkner et al. (2009), Djebali et al. (2012)). A broad survey of DNaseI-hypersensitive sites in human samples identified hundreds of thousands of putative regulatory elements in transposable elements (Thurman et al. (2012)). LTR retrotransposons have globally reshaped the transcriptional network of the p53 tumor-suppressor gene in primates, and account for about a third of human-specific p53 binding sites (Wang et al. (2007)). The genome-wide binding profiles of OCT4, NANOG and CTCF have diverged very substantially between human and mouse embryonic stem cells, and transposable elements have contributed up to 25% of all new binding sites in each lineage (Kunarso et al. (2010)). Large-scale GRN remodeling by a Eutherian-specific transposable element, MER20, is thought to have contributed to the evolution of pregnancy by distributing hundreds of transcriptional enhancers, insulators and repressors throughout the genome (Lynch et al. (2011)). Multiple waves of retrotransposon expansion have diversified the repertoire of CTCF binding sites in several mammalian lineages, and the new sites often function as transcriptional insulators (Schmidt et al. (2012)). It was also recently shown that transposons have had a major influence on the diversification and regulation of vertebrate long non-coding RNAs (Kapusta et al. (2013)).

Transposons are now viewed as major contributors to the evolution of gene regulation at the transcriptional and post-transcriptional levels, in an echo to the visionary hypotheses of McClintock, Davidson and Britten. A recent survey of selective constraint across 29 mammalian genomes identified over 280,000 conserved non-exonic elements that have been co-opted from transposons (Lindblad-Toh et al. (2011)). Many of those are thought to have roles in gene regulation. Furthermore, it was estimated that approximately 19% of Eutherian-specific conserved elements are derived from transposons, a number that underscores how truly central they are to the evolutionary process. It remains unclear at this point, however, what their exact contributions are to developmental gene expression in various organisms, and in particular in Drosophila. Transposons are less abundant in some fly species, such as D. melanogaster, than they are in most mammals (Clark et al. (2007)). Their population dynamics are also different, and once again it is possible that genome architecture and population genetics may account for quantitative differences between flies and mammals. There is ample variation between different species, however, and more recent population frequency data supports the idea that transposon insertions can indeed be adaptive in wild D. melanogaster populations (Petrov et al. (2011)).
efforts in both functional genomics and population genetics will be required to address these issues in the future.

1.4 A functional genomics approach to the study of evolution

Technological improvements over the past decade have allowed genome-wide comparisons of transcriptional output and regulatory mechanisms between species. Various forms of cDNA sequencing have been used to establish a census of RNA molecules present in the transcriptomes of different organisms, and chromatin immunoprecipitation methods coupled to sequencing (ChIP-seq) have explored the divergence of protein-DNA interactions involved in transcriptional regulation. In this section, I will provide a brief overview of current methods for transcriptome analysis and of the biological insights they have yielded. The first part describes the techniques currently available for genome-wide surveys of transcriptomes, and highlights particular improvements that would benefit comparative transcriptome analysis. The second part describes the current state of transcriptome evolution studies in Drosophila, and discusses unresolved questions that warrant further investigation.

High-throughput techniques for the survey of transcriptomes

The democratization of high-throughput sequencing has led to the development of a large number of techniques for transcriptome analysis based on complementary DNA (cDNA) sequencing. Given the current impracticality of carrying out full-length cDNA sequencing on a large scale, different methods put an emphasis on accurately recovering different features of a transcriptome.

The most generic, versatile and widely used technique is shotgun cDNA sequencing, commonly known as RNA-seq (Mortazavi et al. (2008)). This method is conceptually a direct successor to expressed sequence tag (EST) sequencing, as it simply consists of the analysis of random short fragments of cDNA molecules. It has the advantage of providing coverage for the entire length of the template RNA, with the exception of the very ends, which are not captured by most common protocols (Levin et al. (2010), Steijger et al. (2013)). This renders the precise detection of transcription start sites (TSSs) impossible. In addition, the overlap of transcribed sequences for a gene that possesses more than a single promoter – the rule rather than the exception – makes it extremely difficult to deconvolve the contributions of individual promoters. A recent assessment of computational methods for RNA-seq data
analysis revealed overall poor performance for the identification of promoters and the quantification of transcript abundance. Therefore, RNA-seq is currently best suited for the analysis of RNA abundance at the level of whole genes, or for the analysis of local splicing patterns (Steijger et al. (2013)).

For studies that focus specifically on transcriptional regulation, however, it is crucial to be able to accurately decipher the activity levels of individual promoters, which are the functional units on which such regulation acts. This need motivated the development of approaches based on 5'-complete cDNA sequencing, which can accurately pinpoint TSSs. The most widely known of those is CAGE (Cap Analysis of Gene Expression), a technique based on the biotinylation of the 5' cap of Pol II transcripts and the affinity purification of 5'-complete cDNAs associated with them (Kodzius et al. (2006), Valen et al. (2009)). CAGE has made numerous valuable contributions, but its specificity for TSSs is still limited (see Chapter 2), it is a very cumbersome protocol, and it only yields very short sequence tags (~27 bases). This last point is a major limitation for the analysis of TSSs in repeated sequences and, crucially, it does not allow the attribution of individual promoters to annotated genes or transcripts. This makes the interpretation of CAGE data rather ambiguous. Other protocols have been developed to address these issues, and allow paired-end sequencing of longer cDNA fragments (Ni et al. (2010), Plessy et al. (2010)). This feature allows the attribution of promoters to annotations; however, it comes at the cost of a sharp drop in specificity for TSSs (see Chapter 2).

Other techniques capture 3'-complete cDNAs, and are specifically geared towards the analysis of cleavage and polyadenylation sites (Jan et al. (2011), Hoque et al. (2013)). Additionally, new computational methods for transcriptome reconstruction rely on the integrative analysis of multiple data types – for instance, RNA-seq, CAGE and 3’ end sequencing (Li et al. (2011)). Although the identification of transcript ends should be improved by such methods, the accuracy of reconstruction will still be limited by the nature of RNA-seq data. Ultimately, only methods based on full-length cDNA sequencing can be optimally accurate for the detection of TSSs and the characterization of the transcripts they generate. Such approaches, based on Sanger sequencing or more recently on third-generation platforms (Sharon et al. (2013) and Appendix 2), are cumbersome and their throughput is still too low for most applications.

The limitations of current techniques for TSS identification and promoter activity profiling prompted us to develop a new method that would address several of these shortcomings. This method, RAMPAGE (RNA Annotation and Mapping of Promoters for the Analysis of Gene Expression), de-
livers substantial improvements in terms of TSS specificity, cDNA insert length, sequence read length, transcript quantification and protocol streamlining. The method and its validation are described in depth in Chapter 2.

**Drosophila as a model system for transcriptome evolution**

*D. melanogaster*, with its compact and well-annotated genome, short life cycle, small size and well-characterized development, is ideally suited as a model system for genome-wide studies of developmental gene expression in a complex metazoan. In addition, the availability of inbred laboratory strains and reference genomes for multiple species has made it a favorite for transcriptome evolution studies. Over the last decade, a number of surveys have explored the variation of gene expression within and between species, and the selective forces that shape regulatory evolution.

In agreement with previous analyses of small gene sets, early genome-wide comparative studies found abundant regulatory variation both within ([Rifkin et al. (2003), Ayroles et al. (2009)]) and between ([Rifkin et al. (2003)]) species. For instance, an analysis of gene expression divergence among several strains of *D. melanogaster* and other *Drosophila* species revealed that over a quarter of all genes display significant expression differences between at least two strains or species ([Rifkin et al. (2003)])

In support of theoretical considerations regarding mutations with pleiotropic effects, it was observed that genes encoding transcription factors have evolutionarily stable expression specificities, whereas the expression of their target genes is substantially less constrained ([Rifkin et al. (2003)]). Similarly, regulatory changes in *cis* are somewhat more prevalent than those in *trans*, suggesting that negative selection is potentiated by the pleiotropy of *trans* mutations ([Wittkopp et al. (2004), Wittkopp et al. (2008), McManus et al. (2010)]).

Importantly, the comparison of gene expression variance both within and between species allowed the analysis of the selective forces that shape regulatory divergence at the level of individual genes ([Rifkin et al. (2003)]). Purifying selection emerged as the main evolutionary force shaping regulatory evolution, with most genes showing little expression variation both within and between species. Many other genes, however, display high expression divergence between species but low polymorphism within *D. melanogaster*, suggesting widespread lineage-specific selection on regulatory mutations. These observations suggest that positive selection is the main driver of regulatory change, and that the contribution of genetic drift has been comparatively minor within the melanogaster subgroup. This is in contrast
to other studies claiming a dominant role for drift (Khaitovich et al. (2005)), and large-scale identification of causal genetic variants and of the selective forces acting on them will be necessary to rigorously address this question.

Mutation accumulation assays, which artificially minimize the effects of selection in order to reveal the full spectrum of possible mutations, demonstrated great potential for rapid regulatory divergence in *Drosophila* (Rifkin et al. (2005)). The genetic architecture of gene regulation appears to be such that mutations with an influence on gene expression are frequent, and their effect sizes are often moderate to large. This is in contrast with the much lower rate of gene expression divergence observed between species, which confirms that the expression of most genes is under purifying selection. It cannot be ruled out, however, that a proportion of such mutations may normally be selected out for reasons that are independent of their effects on gene expression.

It has also been found that individual lineages progressively accumulate compensatory mutations in *cis* and *trans* that affect the expression of individual genes in opposite ways (Landry et al. (2005), McManus et al. (2010)). This is reminiscent of the patterns of sequence divergence at the *eve* stripe 2 enhancer, and suggests a similar combination of small-effect mutations and stabilizing selection. Interestingly, the existence of such *cis-trans* compensatory pairs was found to underlie the severe dysregulation of certain genes in interspecific hybrids (Landry et al. (2005), Meiklejohn et al. (2013)). It is thought that this phenomenon could in certain cases form the basis for reproductive isolation between populations. The high prevalence of genetic incompatibilities segregating in *D. melanogaster* populations raises the possibility that regulatory mutations such as those may perhaps play a role in speciation (Corbett-Detig et al. (2013)).

Importantly, the developmental context of gene expression shapes natural variation. For instance, there are stronger evolutionary constraints on phases of upregulation of individual genes than on phases of downregulation. A recent study of embryonic gene expression between several *Drosophila* species revealed a pattern of divergence consistent with the classical hourglass model (Kalinka et al. (2010)). The degree of interspecific divergence varies between developmental stages and it is minimized at mid-embryogenesis, at the phylotypic stage – the stage at which, based on morphological criteria, the embryos of different species in the clade are most similar.

Beyond these phenomenological studies, the focus has shifted more recently to the identification of molecular mechanisms underlying regulatory divergence. Comparative studies of transcription
factor binding have revealed a rate of divergence much slower than that observed in mammals (Moses et al. (2006), He et al. (2011)). This is likely to be attributable in part to the much smaller effective population sizes of mammalian species, which limits the efficacy of selection. These observations suggest a dominant role for purifying selection in shaping TFBS evolution in Drosophila. There is, however, still a dynamic turnover of binding sites. The adaptive value of lineage-specific sites, and the functional relationship of TFBS turnover to the evolution of gene expression, remained to be determined.

We are still in the early days of comparative functional studies, and there remain many open questions. Although the evolution of transcription factor binding sites is beginning to be investigated, we still know little about the types of mutations and the selective forces that underlie their evolution. And importantly, we know nothing about the evolutionary dynamics of other types of regulatory elements. Crucially, comparative surveys of transcription have so far focused exclusively on protein-coding genes. With the growing recognition that a large fraction of developmental transcriptomes consists of non-coding RNAs, and given the difficulties in assessing their functional conservation from sequence evolution patterns, there is a dire need of investigating their conservation directly with functional assays.

### 1.5 Final remarks

Much evidence has accumulated over the years that regulatory changes play a major role in the evolution of development and morphology. Detailed studies of individual phenotypes have identified regulatory mutations as the cause of numerous developmental changes, in a variety of metazoans. These examples have started illuminating the molecular and developmental mechanisms through which regulatory variation affects organismal phenotypes. Importantly, many of these changes have been shown to be adaptive and to be driven by natural selection.

Little is known, however, about the mutations that drive regulatory evolution, the genes they are most likely to effectively act on, or their precise effects on gene expression and organism fitness. Genome-wide comparative studies of regulatory mechanisms at the molecular level hold the potential to reveal key aspects of the processes through which genetic mutations drive changes in gene expression and phenotypes. The particular types of mutations that drive regulatory evolution are diverse, and they include exotic mechanisms, such as the transposition of mobile genetic elements, which can have immediate strong effects and seamlessly implement similar complex changes at multiple loci.
In recent years, comparative functional work has been undertaken to analyze the evolution of gene expression patterns, as well as the evolutionary dynamics of individual regulatory elements such as transcription factor binding sites. Such a focus on well-defined genetic elements is crucial, as it allows a far more detailed and thorough assessment of the selective forces at play. Indeed, genomic sequences are the level at which we have the most powerful tools to dissect the architecture of evolutionary transitions, for both theoretical and technical reasons. They are also the most fundamental level at which, ultimately, we need to be able to understand them.

More diverse types of genomic elements need to be investigated, however, for a clearer and more complete understanding to emerge. Promoters are of particular interest, as they constitute the platform for the integration of inputs from various regulatory elements. Importantly, it is also possible to directly measure the effects of promoter mutations on gene expression, by monitoring either transcriptional activity or, as a proxy, steady-state transcript abundance. By jointly analyzing patterns of sequence variation and transcription, we can gain insights into the relationship between the genotype and the intermediate phenotype of transcriptional output.

The genes involved in orchestrating development and driving its evolution also constitute the focal point of a growing area of research, as their functional diversity seems far greater than anticipated. Despite great progress over the last three decades, we still have a very fragmentary view of the genetic basis of developmental control, and of the architecture of gene regulatory networks. With the discovery of large numbers of non-coding transcriptional units and the characterization of the molecular functions of many non-coding RNAs, it has also become clear that such atypical genes need to be integrated to our understanding of many biological processes. Their potential involvement in various aspects of development, as well as the molecular mechanisms through which they might act, will need to be carefully studied. Functional non-coding transcription units were hidden gems of the Drosophila Bithorax locus and mammalian Hox clusters, and others are likely hiding in plain sight. Their influence – if any – on developmental evolution warrants rigorous assessment as well, in particular because their evolutionary dynamics seem very different from those of protein-coding genes.

The work I am presenting here focuses on the evolution of transcriptional promoters in Drosophila. Specifically, it addresses the question of the influence of transposable elements on transcriptome evolution, and investigates some aspects of long-standing hypotheses regarding transposon co-option. Through a direct analysis of the functional conservation of promoter activity, it also explores the relevance of
non-coding transcription to embryonic development.

My results will be divided into three Chapters. A careful analysis of promoter activity in a developmental context required the development of adequate experimental and analytical tools, and Chapter 2 focuses on the development of RAMPAGE, a high-performance method for TSS identification and promoter activity profiling. Both experimental and computational aspects of the method will be described, along with analyses validating the approach. Chapter 3 will be dedicated to the characterization of genome-wide promoter activity profiles throughout the life cycle of *D. melanogaster*, and to the analysis of the role of transposons in the control of developmental gene regulation. Transposon-derived promoters were found to drive the expression of hundreds of protein-coding and non-coding transcripts, and there is evidence supporting the hypothesis that transposons can indeed distribute stereotyped regulatory elements throughout *Drosophila* genomes. Finally, Chapter 4 will describe the results of a comparative study of promoter activity throughout the embryonic development of 5 *Drosophila* species. This analysis uncovered dynamic patterns of promoter gain and loss throughout the clade, and confirmed a role for transposons in fostering regulatory innovation in individual lineages. Strikingly, we discovered thousands of promoters driving the expression of putative non-coding transcripts, and there is strong evidence that many of them are under purifying selection, implying that they have conserved functions in embryonic development.
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Chapter 2

Promoter activity profiling by paired-end sequencing of 5’-complete complementary DNAs

This chapter was originally published in Genome Research under the title:

“High-fidelity promoter profiling reveals widespread alternative promoter usage and transposon-driven developmental gene expression”

Many eukaryotic genes possess multiple alternative promoters with distinct expression specificities. Therefore, comprehensively annotating promoters and deciphering their individual regulatory dynamics is critical for gene expression profiling applications, and for our understanding of regulatory complexity. To achieve this, we have developed RAMPAGE, a novel promoter activity profiling approach that combines extremely specific 5’-complete cDNA sequencing with an integrated data analysis workflow to address the limitations of current techniques. RAMPAGE features a streamlined protocol for fast and easy generation of highly multiplexed sequencing libraries, offers very high transcription start site specificity, generates accurate and reproducible promoter expression measurements, and yields extensive transcript connectivity information through paired-end cDNA sequencing.
2.1 Introduction

In recent years, a large body of work has been uncovering the complexities of transcriptional regulation in eukaryotes. The landscapes of transcription, surveyed with ever-increasing scrutiny, reveal intricate genetic architectures from which originate myriads of protein-coding and non-coding transcripts (Kapranov et al. (2007), Djebali et al. (2012)). The regulatory blueprints that orchestrate the spatiotemporal dynamics of eukaryotic transcriptomes mirror this complexity. Large-scale surveys of chromatin modifications and transcription factor occupancy in diverse organisms have started to shed light on the abundance of cis-regulatory modules (Bernstein et al. (2012), Ernst et al. (2011), Negre et al. (2011), Shen et al. (2012)), their relevance to development and disease (Bernstein et al. (2012), Lindblad-Toh et al. (2011)), and the structure of the gene regulatory networks they implement (Marbach et al. (2012), Suzuki et al. (2009)). Additionally, genome-wide studies of transcription start site (TSS) usage have shown that many genes possess alternative promoters, highlighting the importance of their contribution to the diversity of gene expression patterns (Carninci et al. (2006), Suzuki et al. (2009)). TSSs are of particular interest, because in addition to harboring many transcription factor binding sites, the promoters they are embedded in constitute the platforms where the transcriptional machinery integrates the inputs from cognate cis-regulatory elements. They are also worthy of attention from an experimental standpoint, since the quantification of transcripts coming from individual TSSs allows for precise measurements of the final output of these molecular computations.

The explosion of experimental and computational approaches in functional genomics that accompanied the advent of second-generation sequencing has been a major driving force behind our progress in uncovering and understanding this regulatory complexity. For the study of TSS location and activity, however, even state-of-the-art, high-resolution techniques based on 5′-complete cDNA sequencing (Kodzius et al. (2006), Ni et al. (2010), Plessy et al. (2010)) are currently lacking in multiple aspects. Here we address these issues and present RAMPAGE (RNA Annotation and Mapping of Promoters for the Analysis of Gene Expression), a very accurate 5′-complete cDNA sequencing approach that allows for the ab initio identification of TSSs at base-pair resolution, the quantification of their expression and the characterization of their transcripts. We engineered our protocol to take full advantage of the paired-end sequencing capabilities of current high-throughput platforms, thus yielding crucial transcript connectivity information. Importantly, this feature allows us to rigorously connect TSSs to
the genes they drive the expression of based on direct cDNA evidence. Our method also provides much higher specificity for TSSs than current approaches, and we developed a streamlined two-day protocol that allows the barcoding and pooling of multiple samples after the very first step, thus greatly facilitating library multiplexing and preparation. For the analysis of this data, we have developed an integrated analysis pipeline that relies on the unique features of the data to maximize TSS specificity, transcript connectivity information recovery, and quantification accuracy. At the core of this pipeline lies a novel peak-calling algorithm for TSS discovery that was specifically tailored to filter out multiple types of noise (i.e., random distortions of the underlying signal by technical factors) associated with 5’-complete cDNA sequencing. Here I give an overview of the method and present an evaluation of its performance; a detailed protocol and additional technical considerations can be found in Appendix 1.

2.2 Results

RAMPAGE: Multiplexed paired-end sequencing of 5’-complete cDNAs

5’-complete cDNA sequencing has proven to be a challenging task, despite significant contributions over the years from several approaches that have relied on diverse strategies. CAGE (Kodzius et al. (2006)) is based on the biotinylation of the 7-methylguanosine cap of RNA Polymerase II (Pol II) transcripts and pulldown of the 5’-complete cDNAs they are hybridized to, a technique known as ”cap-trapping” (Carninci et al. (1996)). CAGEscan (Plessy et al. (2010)) and other approaches (Islam et al. (2011)) exploit some unique features of reverse-transcriptase enzymes to add adaptors to the end of 5’-complete first-strand cDNAs during the reverse-transcription step, in a process dubbed ”template-switching” (Hirzmann et al. (1993)). PEAT (Ni et al. (2010)) and similar techniques rely on the ligation of an RNA adaptor to the 5’ end of capped transcripts (”oligo-capping”), similarly to conventional 5’-RACE.

CAGE relies on a protocol that, although scalable, is cumbersome, and requires input amounts on the order of 50 μg of total RNA. Its main limitation is the impossibility to sequence more than short 5’ tags (~27 bases) from the cDNAs, which makes unambiguous read mapping impossible for large parts of eukaryotic genomes, precludes evidence-driven assignment of novel TSSs to gene annotations, and yields no transcript structure information. This has been a major impediment to the analysis of novel TSSs in general, and of repeat-borne TSSs in particular. The specificity of CAGE for TSSs is also
currently limited (please see ”Assessment of assay performance” below). CAGEscan does allow paired-end sequencing of cDNA inserts, but with lower TSS specificity [Plessy et al. (2010)]. PEAT also allows for paired-end sequencing, although only 20 bp can be sequenced from each end due to the cloning procedure used, but this is again at the expense of specificity. Moreover, adaptor ligation is mediated by T4 RNA ligase 1, an enzyme known to have strong sequence biases [Zhenodarova et al. (1989)], which is detrimental to accurate transcript representation. Finally, this complex protocol requires large quantities of starting material (~150 μg total RNA), which is impractical for most samples.

To address these challenges, we developed RAMPAGE by modifying and combining the two orthogonal 5’-selection approaches of template-switching and cap-trapping (see Appendix 1 and Figure 2.1). In comparison to current approaches, RAMPAGE has the key advantage of yielding long paired reads as opposed to short sequence tags, while also offering greatly improved specificity for TSSs. Library preparation and multiplexing is greatly facilitated by the fact that individual samples are barcoded and pooled after the very first step of the protocol, allowing almost the entire workflow to be carried out on a single library (see Appendix 1). Additionally, all steps from the biological sample to the pooled cDNA products can be carried out in 96-well plates, and our full workflow from RNA to library can be completed in 2 days, making library preparation simple and very scalable. Input material requirements are on the order of 10 to 20-fold lower than for conventional CAGE.

**Computational analysis of RAMPAGE data**

We designed an integrated computational strategy that makes extensive use of the unique features of the data to enhance the accuracy and quality of our analysis. All analysis steps from raw sequencing data to TSS clusters, expression level estimates and partial transcript models can be performed in a single process for a set of samples. The complete analysis workflow is summarized in the Methods section and Appendix 1.

The cornerstone of this pipeline is a novel peak-calling algorithm for TSS discovery that implements several noise-filtering strategies to greatly improve our ability to discriminate between true TSSs and background signal. As in other high-throughput assays, robustly detectable signal must be distinguished from a background that may have multiple possible origins. Additionally, most eukaryotic promoters do not use a single position as their TSS, but allow transcription initiation at several positions. The shapes of these TSS clusters (TSCs) vary between promoters, from sharp (a few nu-
Figure 2.1. Overview of RAMPAGE data
Graphical representation of the data at the *hunchback* gene locus, and at an unannotated locus harboring novel transcripts. For each panel, the top track shows the density of cDNA 5' ends per position on the upper strand, which can be interpreted as a single base-resolution profile of transcription initiation activity. The second track represents the peaks (i.e., TSS clusters) called from that density profile. The third track shows the partial transcript models reconstructed *ab initio* from our sequencing data using Cufflinks. For the upper panel, the fourth track displays Flybase transcript annotations. For the second panel, note that paired-end information allows one to infer a functional link between the two promoters, which appear to be alternative promoters for a common locus.
cleotides) to broad (at least 100 nucleotides) (Carninci et al. (2006)). Therefore, previous analyses of 5’-complete cDNA sequencing data have usually made use of some strategy to group individual TSSs into clusters (Carninci et al. (2006), Ni et al. (2010), Plessy et al. (2010)). Building upon this work, we devised a novel approach to identify TSCs, which we define operationally as regions of statistically significant clustering of RAMPAGE 5’ end tags. Critically, our peak-calling algorithm was designed to make extensive use of paired-end information and to correct for several sources of noise inherent to 5’-complete cDNA sequencing.

Firstly, we expect the background distribution of signal per genomic position to be overdispersed due to at least two technical factors: failures of reverse-transcriptase to reach the 5’ end of its template are expected to be more likely at specific sites of a given transcript (e.g., strong secondary structures), and PCR duplicates in the libraries can randomly amplify the signal at individual positions. Both effects will lead to the data looking more “peaky” than the actual landscape of transcription initiation is. To attenuate these effects, we make use of an overdispersed distribution (negative binomial) to model background signal, and we remove PCR duplicates from our datasets prior to peak-calling. For our purposes, we define PCR duplicates as read pairs that share similar alignment coordinates (start, end, splice sites) and an identical reverse-transcription primer sequence (which we use as a pseudo-random single-molecule barcode).

Secondly, non-specific signal coming from non-5’-complete cDNAs represents another source of background, which is complex because the amount of non-specific signal depends on transcript abundance. In the absence of an appropriate correction, this will lead to highly expressed transcripts contributing many false-positive TSCs. To limit this effect, other authors have made use of independent RNA-seq data to filter CAGE signal (Hoskins et al. (2011)), but this approach requires the generation of additional datasets for all samples under study. Harnessing paired-end information, we make use of the fact that coverage by downstream sequencing reads (i.e., the 3’-most portion of our cDNAs) can provide us with an estimate of transcript abundance at internal (non-TSS) positions. We model background from incomplete cDNAs as linearly proportional to transcript abundance as measured by downstream read coverage, and show this approach to greatly improve our ability to distinguish between true TSSs and spurious internal signal (Figure 2.2).

These features were incorporated into a sliding window algorithm that scans the genome and assesses the significance of local signal enrichment given the null distribution. Downstream read cov-
verage in the same window is used to correct for local transcript abundance, by subtracting from the raw signal a pseudocount proportional to this coverage. After false discovery rate (FDR) correction by the Benjamini-Hochberg method, enriched windows in close proximity to each other are merged into peaks, and those are subsequently trimmed at the edges down to the first base with signal.

Our data yields rich information about transcript structure and connectivity, which allows us to connect these TSCs to annotated genes based on rigorous cDNA evidence. This is an extremely important feature, since complex transcriptional architectures ([Djebali et al.](#) 2012, [Kapranov et al.](#) 2007) make the promoter-transcript relationships at many loci otherwise difficult to decipher. Additionally, we take advantage of the fact that the downstream portions of the inserts are distributed over broad regions of the targets to gain knowledge about medium-range transcript connectivity. In the current implementation, reads from individual TSCs are processed through Cufflinks to produce partial transcript models.

**Assessment of assay performance**

The combination of template-switching and cap-trapping yields libraries that are highly enriched for 5’-complete cDNAs, as can be judged from the distribution of raw signal over annotated transcripts (Figure 2.2). For individual transcript annotations, we estimate that the median proportion of 5’ tags in TSS regions is over 90% (Figure 2.3). Comparisons to similar *D. melanogaster* data generated by CAGE or PEAT revealed a dramatic improvement in specificity over these previous methods (Figure 2.3). In turn, the peak calls are themselves extremely highly enriched over annotated TSSs (Figure 2.2). Analysis of ChIP-seq histone modification profiles confirmed that the vast majority of peaks display chromatin features characteristic of TSSs (data not shown). The downstream read transcript abundance correction proves to be very effective at filtering out spurious signal in internal regions of transcripts, while having a very limited effect on sensitivity for annotated TSSs (Figure 2.2).

In terms of topological resolution, extensive comparisons on equivalent samples with a large RNA ligase-mediated 5’-RACE (RLM-RACE) dataset ([Hoskins et al.](#) 2011) show very strong agreement between the two techniques (Figure 2.4). This demonstrates that RAMPAGE achieves single-base topological resolution in TSS detection, which has previously not been possible with CAGE ([Hoskins et al.](#) 2011).

Gene expression quantification accuracy was benchmarked against standard shotgun RNA-seq
Figure 2.2. Distribution of raw signal and peaks over transcript annotations
(A) Metaprofile of signal density over all Flybase r5.32 transcript annotations. TSS: Transcription start site; TTS: Transcription Termination Site. (B) Metaprofile of peak density over annotated transcripts. (Red curve: downstream read coverage correction; black curve: no correction; all other peakcalling parameters were kept identical)
Figure 2.3. Signal enrichment at annotated TSSs
In order to compare 5’ enrichment performance, we defined for each annotated transcript our 5’ enrichment metric as the number of tags in the TSS region (annotated TSS +/- 150 bp) divided by the total number of tags in the transcript (TSS region or rest of the transcript). For each dataset, this ratio was computed for all Flybase r5.32 transcripts having at least 10 tags overall, and we plotted the distribution of ratios. We compared the RIKEN institute CAGE modENCODE dataset (mixed-stage embryos, Hoskins et al. (2011)), the published PEAT dataset (mixed-stage embryos, Ni et al. (2010)) and our adult female flies dataset. All datasets were brought to the same size by subsampling reads. Black boxplots: for all datasets, we considered only the first 20 templated bases of read 1 and discarded any other data. Reads were mapped using the same parameters. This is intended as a fair comparison of protocol performance, independent of sequencing data type. Red boxplots: the full data (paired-end) was used. RAMPAGE (Em) plot: to control for sample type effects (embryos vs. adults), we ran the same analysis on our embryos data (all 24 full datasets pooled).
Figure 2.4. Topological agreement between RAMPAGE and 5’-RACE
Histogram of the cross-correlation of TSS cluster positioning by RLM-RACE (Hoskins et al. (2011))
and by our method. For each cluster, we determined the positional offset (in base pairs) that maximizes
the cross-correlation between the data from the two methods.
data from adult male and female D. melanogaster that was generated by the modENCODE consortium (Graveley et al. (2010)). This comparison showed good agreement between the techniques for absolute quantification (data not shown), and excellent agreement for relative quantification (Figure 2.5). Expression level estimates are very reproducible, even between full biological replicates (Figure 2.5).

2.3 Discussion

We have developed and validated a method for high-throughput, high-quality discovery of TSSs, the characterization of the transcripts that emanate from them, and the quantification of their expression. We propose this approach, which directly delineates promoter-specific expression and offers a simple workflow and optimized sample multiplexing, as an advantageous alternative to standard RNA-seq for many gene expression profiling applications. Importantly, this library preparation method will also be easily portable to other sequencing platforms with minimal alterations. This is particularly attractive as new technologies yielding greater read lengths are now allowing us to move towards large-scale full-length cDNA sequencing. Preliminary work conducted towards the generation of full-length cDNA libraries using a modified version of the protocol and their sequencing on the Pacific Biosciences single-molecule platform is described in Appendix 2.

2.4 Methods

Fly stocks and sample collections:

Stocks of the y; cn bw sp strain were maintained in standard cornmeal medium bottles in a 24ºC incubator. 0- to 12-hour-old flies were sorted by sex and kept in vials with cornmeal medium for 5 days, then snap-frozen.

RNA extraction:

Total RNA was extracted from adult flies using Trizol (Invitrogen) according to the manufacturer’s instructions and treated with DNaseI (Roche). For the human K562 cell line, RNA was extracted using Trizol according to the manufacturer’s instructions and treated with DNaseI (Roche). We systematically confirmed on a Bioanalyzer (Agilent) that the RNA was of very high quality. 5’ monophosphate
Figure 2.5. Relative transcript quantification with RAMPAGE
(A) Comparison of RAMPAGE and standard RNA-seq (Graveley et al. [2010]) performance for relative quantification of gene expression. We compared the measures of sex bias in the expression of genes obtained by the two methods. (B) Reproducibility of expression level measurements between biological replicates.
species – mainly ribosomes – were depleted by TEX digest (see Appendix 1).

Library preparation & sequencing:
Libraries were prepared from adult male and female total RNA. Reverse-transcription was run in parallel with different barcoded oligos, and the samples were pooled right after reverse-transcription. Libraries from biological replicates were prepared independently. The 5’-complete cDNA selection strategy relies on the combination of two orthogonal enrichment methods: reverse-transcriptase template-switching, and cap-trapping. The template-switching approach is based on the ability of reverse-transcriptase to add linker sequences to the ends of 5’-complete cDNAs – preferentially if they are made from capped transcripts (Fig. S1). Cap-trapping relies on the biotinylation of capped RNA molecules and specific pulldown of their associated 5’-complete cDNAs. The libraries were run on a DNA HS Bioanalyzer chip for quality control, quantified by quantitative PCR, and sequenced on one lane each on an Illumina GAIIx sequencer (2x76bp). See Appendix 1 for detailed experimental procedures.

Sequencing reads alignment:
The sequences corresponding to the library identification barcode and the reverse-transcription primer were trimmed prior to mapping. Trimmed reads were mapped with STAR, with parameters described in Tables S2-3. All uniquely mapping reads were kept. As a rescue strategy for multiply mapping reads, if all alignments for those reads started within an annotated transposon and overlapped the same gene annotation, the alignment starting in the closest transposon insertion was selected. All non-rescued multi-mappers were discarded.

Data analysis pipeline:
PCR duplicates, defined as reads sharing the same alignment coordinates (start, end and splice sites) were removed from the individual datasets. To avoid over-collapsing, we took advantage of the fact that the long random sequence (15-mer) of our reverse-transcription primer often primes with mismatches. We used this sequence as a pseudo-random barcode allowing us to distinguish between true duplicates (same barcode) and independent identical inserts. All collapsed datasets were then combined prior to peak-calling. The density of cDNA 5’ ends across the genome was determined from this combined dataset, as well as the density of coverage by second (i.e., downstream) sequencing reads. Peaks were
called by a sliding window algorithm that assesses the significance of local signal enrichment given a null distribution. Downstream read coverage in the same window was used to correct for local transcript abundance, by subtracting from the raw signal a pseudocount proportional to this coverage. After FDR correction, significant windows in close proximity to each other were merged into peaks, and those were trimmed at the edges down to the first base with signal. (Parameters: window width 15 bases, null distribution negative binomial with k=1, background weight 0.8, FDR 0.001%, merging range 150 bases). These peaks were connected to annotated genes based on cDNA structure information. For each peak, if we could find at least 2 inserts having their 5’ in the peak and overlapping an annotated exon of a gene, the peak was functionally linked to that gene. If a peak could potentially be linked to several genes, ties were broken by removing all links that were 5-fold weaker than the strongest one. For quantification, the signal for each peak and each timepoint was derived from the uncollapsed datasets, and normalized to dataset size (defined as the total number of reads attributed to any genic TSS). We built partial transcript models by running Cufflinks separately on the set of reads coming from each peak for each given dataset, and collapsing all transcripts for each peak using Cuffmerge. This pipeline was implemented with scripts written in Python, including Scipy and Numpy. BEDtools (Quinlan and Hall 2010) v2.11.2 and Cufflinks (Trapnell et al. 2010) v1.0.3 were used for some analyses, and plotting was done in R. See Appendix 1 for details of the analysis.

Comparison with 5’-RACE:
Our adult flies RAMPAGE data (replicate 2, sexes pooled) was compared to the modENCODE adult flies 5’-RACE dataset (see Supplementary Information). For each RAMPAGE peak that was \( \leq 500 \) bases wide and for which there were at least 5 tags in each dataset (exactly in the peak for RAMPAGE, in the peak +/- 10 bases for RACE), we determined the positional offset that maximizes the cross-correlation between the 2 signals.

Comparison with RNA-seq:
The modENCODE 5-day-old adult flies RNA-seq data (Graveley et al. 2010) was mapped with STAR, and the expression of annotated genes was quantified using Cufflinks. Sex bias = Male expression
Reproducibility between biological replicates:

RAMPAGE libraries were generated for two independent batches of adult *D. melanogaster* females, and sequenced on separate flowcells on Illumina GAIIx sequencers (8.3M and 16.7M million reads). The second dataset was randomly subsampled to match the size of the first one. Both datasets were mapped in parallel with the same parameters, duplicates were collapsed, and the datasets were pooled prior to peak-calling. Expression values for this common set of intervals were derived from each uncollapsed dataset.
Chapter 3

High-fidelity promoter profiling reveals widespread alternative promoter usage and transposon-driven developmental gene expression

This chapter was originally published in *Genome Research* under the title:

"High-fidelity promoter profiling reveals widespread alternative promoter usage and transposon-driven developmental gene expression"

The landscape of promoters and their regulation throughout development are poorly characterized in most eukaryotic genomes. To gain a better understanding of genome organization and expression, we developed RAMPAGE, a method for transcription start site discovery and transcript quantification based on 5'-complete cDNA sequencing. We used this approach in a genome-wide study of promoter activity throughout 36 stages of the life cycle of *Drosophila melanogaster*, and describe here a comprehensive dataset that represents the first available developmental time course of promoter usage. We found that over 40% of developmentally expressed genes have at least 2 promoters, and that alternative promoters generally implement distinct regulatory programs. Transposable elements, long proposed to play a central role in the evolution of their host genomes through their ability to regulate gene expression, contribute at least 1,300 promoters shaping the developmental transcriptome of *D. melanogaster*. Hundreds of these promoters drive the expression of annotated genes, and transposons often impart their own expression specificity upon the genes they regulate. These observations provide support for the theory that transposons may drive regulatory innovation through the distribution of stereotyped cis-regulatory modules throughout their host genomes.
3.1 Introduction

Recent large-scale studies of RNA Polymerase II (Pol II) initiation sites in eukaryotes have identified unexpectedly large numbers of promoters. These observations have raised questions regarding the biological relevance of these promoters, and their regulation throughout development and in response to physiological clues. Even in well-characterized model organisms such as *D. melanogaster*, there are only sparse high-quality annotations of promoters, and no genome-wide studies of their developmental expression profiles have been conducted.

Using a high-throughput, high-fidelity approach, we set out to profile promoter activity genome-wide throughout the life cycle of *D. melanogaster*, so as to have a complete view of the transcriptional landscape and of the diversity of expression patterns in this model organism. This rich dataset reveals that over 40% of all genes are expressed from at least two promoters, underscoring the pervasiveness of this phenomenon in *Drosophila*. Importantly, we found that alternative promoters generally have uncorrelated developmental expression patterns, which reveals that they most often implement independent regulatory programs. These observations suggest that the emergence of alternative promoters has been a major driving force underlying the evolutionary diversification of gene expression programs. Our analyses also uncovered a widespread role for transposons in the developmental regulation of transcription, with ~1,300 transposon-embedded promoters driving developmentally regulated expression of diverse sets of transcripts.

Transposable elements have been shown to influence gene expression in a variety of organisms, including plants (Lippman et al. (2004), McClintock (1956), Naito et al. (2009)), *Drosophila* (Lipatov et al. (2005), Rouget et al. (2010)) and mammals (Bejerano et al. (2006), Nigumann et al. (2002)). This regulatory potential, together with the ability of transposons to disseminate stereotyped sequence modules throughout their host genomes, has led to the proposal that transposon expansion and domestication may be a powerful force underlying the assembly of complex regulatory networks (Britten and Davidson (1969), Feschotte (2008)), in particular by providing promoters for host genes (Faulkner et al. (2009), Nigumann et al. (2002), van de Lagemaat et al. (2003)). Their potential contribution to developmental gene expression, however, is currently only supported by modest evidence in mammals (Cohen et al. (2009), Macfarlan et al. (2012), Peaston et al. (2004)) and has been reported to be extremely rare in *Drosophila* (Lipatov et al. (2005)). Furthermore, it is unclear whether transposons actually distribute
promoters with stereotyped regulatory logics through a copy-and-paste mechanism.

We found that transposons from diverse classes have been co-opted to drive the expression of hundreds of annotated genes. Many of these transposons appear to have conferred their intrinsic regulatory specificity to the genes they drive, which demonstrates that they do distribute pre-programmed regulatory modules to multiple loci. A case study of roo element LTRs uncovered the existence of a core promoter and of a complex set of transcription factor binding sites that underlie these intrinsic regulatory properties.

3.2 Results

TSS discovery and expression profiling throughout the D. melanogaster life cycle

This methodological approach was used to study promoter activity dynamics throughout the life cycle of D. melanogaster (24 embryonic stages, 5 larval, 5 pupal, 2 adult). We sampled embryonic development, a period of fast transitions, at high temporal resolution (1 hour). All sequencing data were mapped to the genome with our spliced read aligner, STAR (Dobin et al. (2012)). Stringent peak-calling identified 31,080 high-confidence TSCs (versus 12,454 in the most recent global study (Hoskins et al. (2011))), 76% of which could be unambiguously assigned to 12,706 annotated genes based on cDNA structure (see Methods). The remaining 7,421 TSCs drive novel transcripts, which we partially characterize. Of the genic TSCs, as many as 39.6% are unannotated in Flybase r5.32. Our results are consistent with the known structure and expression dynamics of well-characterized developmental regulators, including the differential expression of alternative promoters, and represent to our knowledge the first genome-wide developmental time course of promoter activity (Figure 3.1).

The use of alternative promoters is very common in D. melanogaster, with over 40% of developmentally expressed genes having at least 2 promoters (Figure 3.2). In contrast, Flybase annotations only attribute alternative promoters to 14.8% of genes (see Methods). The discovery of so many promoters with relatively shallow sequencing of complex samples and a stringent analysis indicates that alternative promoter usage is an extremely frequent phenomenon, even in a relatively simple metazoan genome. Importantly, alternative promoters tend to drive expression in uncorrelated patterns (Figure 3.2 & Appendix 3 Figure 5.19). This shows that they generally implement distinct regulatory programs, as suggested previously (Carninci et al. (2006), Rach et al. (2009)). Further analysis of 1,295 genes that
Figure 3.1. Genome-wide promoter activity dynamics
(A) Expression profiles of well-characterized key developmental genes during embryonic development. Note the sharpness of the profiles afforded by the high temporal resolution of the timecourse. K. verkhert: Krotzkopf verkhert. (B) Differential expression of alternative promoters (hunchback locus). Our data fully recapitulates the expression pattern for hb that has been characterized in previous work. The hb mRNAs transcribed from the upstream (maternal) promoter are predominant immediately after egg laying, and decay rapidly as the downstream promoter starts being expressed, displaying maximal expression 2-3 hours after egg laying. The upstream promoter is active again with a second peak at 5-6 hours. (C) Heatmap representing the z-score normalized expression profiles for the 24,264 promoters we could attribute to annotated genes based on cDNA structure.
undergo clear developmental transitions between alternative promoters revealed that these transitions occur in a great diversity of temporal patterns, throughout the entire life cycle (Figure 3.2).

The analysis of our high-resolution data shows that many genes undergo very fast transitions during embryonic development, their expression changes often spanning a large fraction of their dynamic range (median 60.8%) within a single hour (Figure 3.2 & Appendix 3 Figure 5.20). Some of these abrupt regulatory transitions can sometimes be of a very large magnitude on an absolute scale (Figure 3.2). Functional annotation analysis of the fastest-changing genes revealed significant enrichment for categories related to transcription factor activity, tissue morphogenesis, and cell-cell contacts (data not shown).

*Role of transposons in developmental gene regulation*

We set out to investigate the role of transposons in the developmental regulation of transcription. For certain time points, up to 1.6% of the transcriptome was the product of transcription initiating in TEs (Figure 3.3). Prompted by previous reports of developmental expression of transposons (Ding and Lipshitz 1994, Mozer and Benzer 1994, Parkhurst and Corces 1987), we established expression profiles for individual subfamilies (Methods). Virtually all transposon subfamilies display clear developmental regulation (Figure 3.3), in diverse patterns. This is consistent with the view that transposons have intrinsic properties governing their own expression, as shown previously for individual cases (Bronnner et al. 1995, Naito et al. 2009, Udomkit et al. 1996). With regards to regulatory innovation, this makes transposons particularly interesting as a versatile toolkit of mobile regulatory modules with diverse properties.

To search for instances of transposons providing promoters for host genes, we mined our data for transposon-contained TSCs that drive the expression of annotated exons (Figure 3.3). We thus found 182 high-confidence TSCs derived from multiple classes of TEs (Figure 3.3) that drive the expression of 152 annotated genes. RNA ligase-mediated 5’-RACE on selected candidates validated our findings (Appendix 3 Figure 5.21). Figure (Figure 3.3) illustrates one such case, where a solo LTR from a 297 element provides an unannotated alternative promoter for the *TM4SF* gene. Their temporal patterns of expression are diverse, with subpopulations being active at any developmental stage sampled (Figure 3.3). Very importantly, the expression profiles of these transposon-derived TSCs are generally uncorrelated with the profiles of alternative promoters of the same gene (data not shown), which suggests that
**Figure 3.2.** Widespread alternative promoter usage

(A) Number of TSSs detected per annotated gene. Over 40% of all expressed genes have at least 2 alternative TSSs. (A small number of genes are excluded from the graph (>10 TSSs) but these are probably affected by technical artifacts.)

(B) Distribution of pairwise Pearson’s coefficients of determination ($R^2$) between the full expression profiles (36 timepoints) of alternative promoters. This gives a measure of the similarity between the expression profiles of alternative promoters. Only TSCs with a maximum expression level at least 10 RPM were included. Note the overall absence of correlation (median coefficient: 0.108).

(C) Temporal dynamics of developmental transitions between alternative promoters. The heatmap represents the fraction of total expression contributed by the main promoter at each timepoint, for 1,295 genes that display pronounced transitions between promoters (see Methods). Note the diversity in the timing of promoter transitions.

(D) Maximal fraction of the dynamic range of the profile of a given TSS spanned in a single hour during embryonic development (24 timepoints, 0-24h). Median: 60.8%. Only genes whose expression range spans at least an order of magnitude and whose maximum expression level exceeds 10 RPM were considered in this analysis.

(E) Example of a gene with fast transitions kinetics of high absolute magnitude.
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Figure 3.3. Transposon expression and co-option.

(A) Contribution of transcription initiating within transposable elements to the developmental transcriptome. For each time point, we report the proportion of all mapped reads (aligned uniquely or to multiple locations) for which the 5' end lies in an annotated transposon. (B) Z-score-normalized expression profiles for all annotated classes of transposable elements. Note the developmental regulation of virtually all classes, as well as the disparity of patterns across classes. (C) A 297 LTR provides a strong alternative promoter for the TM4SF gene. (D) Subfamilies of transposable elements providing TSSs for annotated genes. The number of TSCs for each subfamily is reported in brackets (total 182). (E) Z-score-normalized expression profiles for all transposon-derived genic TSCs. The diversity of expression profiles underscores the versatility of transposons as regulatory modules.
the emergence of the transposon TSCs did constitute genuine regulatory innovation. All major classes of *D. melanogaster* transposons are represented (LTR, LINE, DNA, Helitrons; see Figure 3.3), although LTR retrotransposons alone – predominantly those of the *gypsy* and *pao* families – account for a little over half of all instances. Not only full-length LTR retrotransposon insertions, but also solo LTRs and other fragments, are found to provide genic TSCs.

Importantly, these 182 TSCs represent a very stringently selected set, which may lead us to underestimate the pervasiveness of the phenomenon. To obtain a more accurate estimate, we optimized our peak-calling strategy to increase sensitivity for weaker TSCs, such as those active only in rare cell types. Retaining a still stringent threshold of at least 3 tags in a single time point (see Methods), we thus discovered an additional 333 transposon-borne TSCs driving the expression of annotated genes, bringing the total number to 515. We expect that deeper sequencing and targeted examination of rare cell types will lead to dramatic revisions of this initial estimate.

Furthermore, our initial high-confidence set includes 779 transposon-borne TSCs driving the expression of novel transcripts. To provide further evidence of the biological relevance of transposon-driven developmental transcription, we sought to better characterize these non-genic transcripts. From our data, we could reconstruct Cufflinks partial transcript models for 509 of the aforementioned 779 non-genic transposon-derived promoters (total 598 transcripts). Out of 598 transcript models, 209 are clearly spliced, showing that these transcripts often undergo post-transcriptional processing. Out of 598, at least 198 transposon-driven transcript models (from 161 promoters) contain at least 30% non-transposon sequences, which demonstrates that TE-derived promoters often drive the expression of neighboring non-repeat regions. This is bound to be an underestimate, since our transcript models are usually partial. We hypothesize that the creation of promoters by transposons could be a very powerful evolutionary mechanism for the creation of novel non-coding RNA genes. Strikingly, 112 of the 598 non-genic transcripts are antisense to Flybase-annotated mRNA transcripts. Another 61 overlap annotated transcripts on the same genomic strand. The abundance of such gene-overlapping transcripts points to a potentially important role of transposon-driven non-coding transcription in the regulation of gene expression.
**Transposons distribute promoters with pre-programmed regulatory logics**

We next investigated whether the transposons that contribute TSCs to host genes have similar expression profiles to the transposon class they belong to. This would imply that transposons contribute functional modules with predetermined and stereotyped regulatory logics to host genes. We show that the 182 high-confidence transposon-derived genic TSCs overall have a clear tendency to share the expression profiles of their class of origin (Figure 3.4). This trend becomes even clearer when focusing on TSCs derived from specific classes of elements. In particular, the 18 TSCs derived from the LTRs of *roo* elements are expressed in temporal patterns that display compelling similarity to each other and to the overall class pattern (Figure 3.4). This observation also holds true for other classes of elements (Figure 3.4). *roo*-driven expression was clearly detectable in profiles established by standard RNA-seq, indicating that these elements drive the expression of full-length genic transcripts (Appendix 3 Figure 5.22).

This is quite a striking result, since the detection of such broadly correlated patterns is only possible if a large fraction of gene-driving insertions possess the same specificity. As the analysis of certain transposon sequences has shown, however, a large number of diverse transcription factor binding site (TFBS) motifs can often be found throughout the length of the sequence (see for example Lynch et al. (2011)). Thus, different fragments derived from the same original element may confer vastly different expression specificities, or even carry out other molecular functions. For instance, different human MER20 insertions can bear, in the same cell type, chromatin profiles that are characteristic of either transcriptional enhancers, repressors, or insulators (Lynch et al. 2011). Therefore, even a strict interpretation of the copy-and-paste model does not necessarily imply simple and systematic expression profile correlations between fragments belonging to the same TE family. We conclude that our observations strongly support the hypothesis that transposons often impart their own regulatory properties upon the genes they drive the expression of.

In order to identify *cis*-elements in the transposons that could explain these regulatory properties, we focused on *roo* LTR TSCs, the largest group with clear class-specific expression patterns. The analysis of multiple sequence alignments revealed little divergence among all these insertions and relative to the class consensus (Figure 3.5). The consensus LTR sequence was found to have matches to 6 TFBS motifs (Nub, Tin, Vnd, Btd and Br_z4, q-value < 0.05 for each instance; Bap, q-value=0.075; see Figure 3.5). With the exception of *br*, all the genes encoding transcription factors predicted to bind
**Figure 3.4.** Transposons impart their own expression specificity upon genes

(A) Cumulative distribution of pairwise Pearson correlation coefficients (R) between individual transposon-derived TSSs and the class of TEs they are derived from (red curve). This measures the similarity between the expression profile of a given gene-driving insertion and the overall profile of the class it belongs to. The black curves show 100 simulations in which the TSS-transposon class pairs were randomized. Permutation test (10,000 randomizations) p=0.0001. (B) Z-score-normalized expression profiles for individual subfamilies of transposons. Bonferroni-corrected P-values from permutation tests quantify the significance of the similarity between each group of TSSs and its cognate class profile. NB: 0.0018 is the limit of the power of the statistical tests.
these motifs have expression profiles consistent with that of the roo LTRs (Figure 3.5). The analysis of endogenous truncated LTR copies is consistent with a role for these sequences in transcriptional regulation (Appendix 3 Figure 5.23). Embryonic expression of roo transposons has previously been shown to require the mesoderm-determining genes twist and snail (Bronner et al. 1995). It is also known that the tin and vnd genes are direct targets of the TWI transcription factor (Lee et al. 1997; Mellerick and Nirenberg 1995; Yin et al. 1997), and that bap is a direct target of TIN (Zaffran et al. 2001). Additionally, we show that the TSS is at the same position in all of the LTRs of interest (Appendix 3 Figure 5.24), and that it overlaps a canonical core promoter Initiator (INR) sequence (Figure 3.5). Overall, this analysis shows that roo LTRs possess a proper Pol II core promoter and cis-regulatory elements that can explain their expression specificity.

Population genetics of transposon-derived genic TSCs

To explore the evolutionary implications of our observations, we used existing data (Petrov et al. (2011)) on the population frequencies of many transposons, including 56 of the TSC-bearing insertions we identified (see Methods). Of those insertions, 45 are estimated to be rare or very rare variants in the wild North-American (NA) populations studied. Notably, 42 of these rare variants were absent from the ancestral African (AF) populations the NA ones split from 10,000-16,000 years ago – a number which again underscores the power of this mutational mechanism to continuously create standing variation for regulatory networks. Additionally, we found that 11 variants (20% of total) are either common (4) or fixed (7) in NA populations, showing clearly that transposon-derived variants can make significant contributions to population gene pools.

3.3 Discussion

We measured promoter activity throughout the life cycle of D. melanogaster, thus providing a high-quality reference dataset for the community. Importantly, this dataset offers particularly high temporal resolution (1 hour) for the period of embryonic development. We observed a very widespread use of alternative promoters as a means to implement differential regulation in a developmental context. Our results also show that transposons contribute large numbers of developmentally expressed TSSs, and support a long-hypothesized mechanism through which transposons distribute pre-assembled cis-modules throughout the genome. These modules appear to affect the developmental regulation of hundreds
Figure 3.5. Core promoters and cis-regulatory elements in roo transposons

(A) Multiple alignment of the sequences of the 18 LTRs providing TSCs for host genes (red bar on the left) to the roo consensus (upper sequence) and to a set of full-length LTRs with high similarity to the class consensus. The histogram above shows the density of tags on the upper (red) and lower (grey) strands. The positions of various sequence motifs are depicted, along with the logo of the known motif and the actual consensus sequence of the LTR. The TFBSs for NUB and BAP and the Initiator sequence (INR) are on the upper strand; the TFBSs for TIN, VND and BTD are on the lower strand.

(B) Expression profiles of the genes encoding putative regulators of roo LTRs. nub and vnd have more than one TSS, and only the one with the expression profile most consistent with roo LTRs is shown.
of genes and non-coding transcripts. We expect that further study of more complex genomes with higher transposon contents, such as mammalian or plant genomes, will uncover even greater numbers of such instances. Additionally, our study focused very specifically on transposons providing promoters, but these elements have been shown to have the potential to also contribute transcription factor binding sites, enhancers, silencers, insulators or microRNA target sites (Bourque (2009), Bourque et al. (2008), Lindblad-Toh et al. (2011), Lynch et al. (2011)). Overall, our observations underscore the potential of transposons as a powerful and versatile creative force in regulatory innovation.

3.4 Methods

Fly stocks & sample collections:
Stocks of the y; cn bw sp strain were maintained in standard cornmeal medium bottles in a 24°C incubator. Embryo collections were performed in population cages (Flystuff, #59-116). 2- to 7-day-old flies were left to acclimatize to the cage for at least 48h and regularly fed with grape juice-agar plates (Flystuff, #47-102) generously loaded with yeast paste. After two 2-hour pre-lays, embryos were collected in 1-hour windows and aged appropriately (24 timepoints, 0-24h). Embryos were washed with deionized water, dechorionated for 90 sec with 50% bleach, rinsed abundantly with water, and snap-frozen in liquid nitrogen. Larvae and pupae were collected as described previously (Graveley et al. (2010)). For L1 and L2 stages, 2-hour embryo collections were aged for 42 or 66 hours, larvae were briefly rinsed with deionized water and snap-frozen. For L3 stages, embryos were transferred to bottles containing cornmeal medium supplemented with 0.05% bromophenol blue, and wandering L3 larvae were staged based on gut staining (dark, light or clear gut) and snap-frozen. For pupae, 2-hour embryo collections were transferred to standard cornmeal medium bottles, the positions of new white prepupae on the walls of the bottle were marked, and pupae were collected and snap-frozen at the desired age. For adults, 0- to 12-hour-old flies were sexed and kept in vials with cornmeal medium for 5 days, then snap-frozen.

RNA extraction:
Total RNA was extracted from adult flies using Trizol (Invitrogen) according to the manufacturer’s instructions and treated with DNaseI (Roche). Extraction from embryos, larvae and pupae was performed using a Beadbeater (Biospec, Cat. #607) and the RNAdvance Tissue kit (Agencourt #A32649) accord-
ing to the manufacturer’s instructions, including DNaseI treatment. For the human K562 cell line, RNA was extracted using Trizol according to the manufacturer’s instructions and treated with DNaseI (Roche). We systematically checked on a Bioanalyzer (Agilent) that the RNA was of very high quality. 5’monophosphate species – mainly ribosomes – were depleted by TEX digest (Supplementary Methods).

Library preparation & sequencing:
Three multiplexed libraries were prepared: one for embryos (24 barcoded samples), one for larvae and pupae (10 samples), and one for adults (2 samples). The reverse-transcription was run in parallel for all samples destined to the same library, and the samples were pooled right after reverse-transcription. The libraries were run on a DNA HS Bioanalyzer chip for quality control, quantified by quantitative PCR, and sequenced on one lane each on an Illumina GAIIx (adults, 2x76bp) or HiSeq (embryos, larvae and pupae, 2x101bp). See Appendix 1 for a detailed protocol.

Sequencing reads alignment:
The sequences corresponding to the library identification barcode and the reverse-transcription primer were trimmed prior to mapping. Trimmed reads were mapped with STAR, with parameters described in Tables S2-3. All uniquely mapping reads were kept. As a rescue strategy for multiply mapping reads, if all alignments for those reads started within an annotated transposon and overlapped the same gene annotation, the alignment starting in the closest transposon insertion was selected. All non-rescued multi-mappers were discarded.

Data analysis pipeline:
Data was analyzed as described in Chapter I and Appendix 1. Parameters for peak-calling: window width 15 bases, null distribution negative binomial with k=4, background weight 0.5, FDR 0.01, merging range 150 bases.

Alternative promoters in Flybase:
The number of distinct TSSs was counted for all Flybase r5.32 mRNA and ncRNA transcript annotations for which we could detect expression in our dataset. Since our peakcalling algorithm merges
Identification of weaker peaks:

Weaker peaks were identified by calling peaks from the individual (non combined) collapsed datasets, to increase sensitivity for briefly expressed peaks. We also used slightly less stringent parameters (window width 10 bases, null distribution negative binomial with k=5, no downstream read background correction, FDR 0.05, merging range 150 bases), and retained all peaks supported by at least 3 independent tags. To filter out contributions from background signal in the body of transcripts, we discarded any peaks that overlapped annotated exons. We then combined the peaks from all datasets and merged any peaks closer than 50bp using BEDtools (mergeBed). Peaks were attributed to genes based on evidence from at least one cDNA.

Genome annotations: Transcript annotations were obtained from FlyBase (release 5.32). Analyses performed involved all transcripts annotated as “mRNA” or “ncRNA”. Transposable element RepeatMasker annotations were downloaded from the UCSC Genome Browser. We corrected the annotation of the DNAREP1_DM element to “Helitron”, based on analysis by Kapitonov and Jurka (Kapitonov and Jurka 2007).

Correlation of expression profiles between alternative TSSs:

All genic TSSs having a maximum expression level of at least 5 reads per million (RPM) were considered. We computed Pearson’s coefficient of determination ($R^2$) for all possible pairs of alternative promoters.

Developmental transitions between alternative promoters. For all genes with maximum expression at least 10 RPM for at least 5 consecutive timepoints that had at least 2 alternative promoters, we computed the fraction of the total gene expression at each individual timepoint that was contributed by the main TSS (defined as the one that contributes the largest proportion of the total expression over the whole time series). This metric is represented as a heatmap for 1,295 genes that underwent clear transitions between alternative promoters (difference at least 0.5 between the maximum and minimum of the main
promoter fraction). (Note: a default value of 0.5 (black) was attributed to all timepoints were total gene expression <10RPM.)

Analysis of fast-regulation genes:
All genes with maximum expression levels at least 10RPM during embryonic development were considered for this analysis (full set). The fastest-changing genes were defined as those that overall undergo at least 10-fold expression level variations and display single-step variations of at least 85% of their full dynamic range. Functional category enrichment in the fast gene set relative to the full set was assessed using the DAVID database tools (Huang et al. 2009).

TSSs in transposons:
BEDtools (intersectBed) was used to search for TSSs overlapping transposons, and we retained all TSSs that overlapped a transposon over at least 50% of their length.

Transposon subfamily profiles:
Transposon subfamily profiles were established by considering all alignments (from uniquely or multiply mapping reads) starting within any insertion of the class, weighed by the inverse of the number of alignments for the read. These profiles were normalized to the total number of transposon-derived reads in each dataset.

Expression profile comparisons between TE-derived TSCs and transposon classes:
The expression profiles of transposon-overlapping TSCs were paired to their cognate transposon class profile, and Pearson’s correlation coefficient was computed for every such pair. The statistical significance of the overall similarity between profiles was assessed by a permutation test (following the recommendations of Phipson & Smyth ([Phipson and Smyth 2010])) in which the TSC profiles were paired to random transposon class profiles (or, alternatively, to random genic TSC profiles). The same strategy was applied to transposons coming from individual classes. In that case, we conducted the permutation tests on all classes for which there were at least 3 TSCs by pairing the individual TSCs to
random transposons, and the p-values were adjusted for multiple testing by Bonferroni correction.

**roo** LTR sequence analysis:
We retrieved the sequences of the 18 **roo** LTR insertions bearing genic TSCs, of all other annotated insertions with length at least 420bp and RepeatMasker alignment score at least 4000 (chrUextra excluded, 50 insertions). Multiple sequence alignments were generated using MUSCLE (default parameters) on the EMBL website, and visualized using Jalview. Consensus transposon sequences were downloaded from Flybase. The LTR sequence we used corresponds to the first 429bp of the **roo** consensus (see Flybase). We used FIMO (Grant et al. 2011) to search for matches to TFBS motifs from the Jaspar Core Insecta database (Bryne et al. 2008), using default parameters and a 4th-order Markov background model derived from the whole genome. A custom script was used to search for matches to previously characterized core promoter motifs ([FitzGerald et al. (2006)](FitzGerald et al. (2006))) (TATA, INR, INR1, DPE, DPE1).

Population genetics data analysis:
We used the genotyping data for Flybase-annotated transposon insertions from Petrov et al. ([Petrov et al. (2011)](Petrov et al. (2011))). Each transposon-contained TSC was attributed to a Flybase transposon annotation if it fully overlapped one of them (108 insertions). Allele frequency data were available for 56 insertions.
Chapter 4

Promoter evolution patterns reveal deep conservation of non-coding transcription in *Drosophila* embryos

Regulatory changes are thought to have contributed significantly to the evolution of metazoans, and yet little is known about the evolutionary dynamics of the genomic elements that regulate gene expression. To experimentally probe the functional conservation of transcriptional promoters, we generated genome-wide profiles of promoter activity throughout embryonic development in five *Drosophila* species. We found that promoter gain and loss have been very active processes throughout the ~25 million years since the last common ancestor of these species. Transposable elements, as well as changes in the directionality of ancestral promoters, contribute substantially to this phenomenon. The principles of core promoter organization, despite being under strong purifying selection, were found to change over broader timescales, as exemplified by the increased usage of Initiator and DPE1 motifs in the *melanogaster* subgroup. Developmental gene expression profiles displayed evidence of strong purifying selection, although diversity in the behavior of individual genes was observed. Determinants of the degree of expression divergence include gene function, as well as systems-level constraints on developmental stages. However, the intensity of selection on expression specificity is independent of selection on protein-coding sequences. Importantly, we discovered over 3,600 novel putative non-coding RNA promoters, many of which are functionally preserved between highly diverged species. We present evidence of purifying selection acting on these promoters, both at the level of sequence and at the level of expression specificity. This suggests that non-coding transcription in *Drosophila* is not only prevalent, but also fulfills essential functions during embryonic development.
4.1 Introduction

There has been growing interest for decades in the idea that regulatory innovation may be paramount to the evolution of multicellular organisms, particularly in the case of morphological evolution (Carroll (2008), Stern and Orgogozo (2009), Davidson and Erwin (2006)). Theoretical considerations regarding modularity, evolvability and pleiotropy, which have recently garnered some experimental support, make such views both appealing and intuitive (Carroll (2008), Stern and Orgogozo (2009), Davidson and Erwin (2006)). Indeed, studies in a variety of organisms have uncovered a great deal of evolutionary plasticity in gene expression control, both at the transcriptional and post-transcriptional levels (Rifkin et al. (2003), McManus et al. (2010), Merkin et al. (2012), Barbosa-Morais et al. (2012)). The extent to which regulatory evolution is a target of selection is unknown, however, and the prevalence of neutral changes remains a matter of controversy (Khaitovich et al. (2004), Khaitovich et al. (2005)).

Recent advances in sequencing technologies, along with the availability of a growing number of reference genomes, have made it readily feasible to collect functional data on a genome-wide scale for multiple eukaryotic species. A number of studies have implemented this strategy over the past few years, in organisms ranging from yeast to fly and mammals (Tsankov et al. (2011), McManus et al. (2010), Merkin et al. (2012), Barbosa-Morais et al. (2012)). The rewards of such approaches are two-fold: they illuminate the inner workings of the evolutionary process, and they provide a measure of the selective forces that operate on various aspects of genome function. The second point is of great importance to the effort to decode and interpret genetic information. Indeed, comparative analysis of genome sequence alone is seldom capable of predicting the evolution of molecular function, let alone of organismal phenotypes. Only the direct measurement of functional characteristics can provide information regarding genotype-phenotype relationships in this context. In particular, such data-driven approaches are ideally suited to investigate the evolution of poorly understood genomic elements, such as regulatory regions or long non-coding RNA (lncRNA) loci.

A few seminal studies have focused on the particular case of transcription factor binding sites (TFBSs). Work in mammals has revealed strikingly fast evolutionary dynamics for TFBSs, and a diverse set of selective constraints acting on different loci and different timescales (Odom et al. (2007), Steflová et al. (2013), Steijger et al. (2013)). Other data has suggested that the pace of change might be far slower in fly, possibly due to a more prevalent role for purifying selection in more compact genomes (Moses et al. (2007), Steijger et al. (2013)).
et al. (2006), He et al. (2011)). In neither case, however, could the impact of TFBS gain and loss on gene expression be assessed, and it is very unclear what selective forces – if any – underlie these dynamics. Beyond TFBSs, very little is known about other types of genomic elements involved in the regulation of gene expression.

We chose to focus on promoters, which play a central role in the control gene expression – they are the nexus of transcriptional regulation, on which almost all regulatory inputs converge to be integrated and produce a specific response (Lenhard et al. (2012)). Importantly, whereas the influence of other types of regulatory elements on gene expression is generally difficult to predict, one can directly measure the effects of promoter changes on the genes they control. This provides us with a unique opportunity to connect patterns of sequence variation to gene expression patterns and gene function. To achieve this, we used a novel transcriptome profiling approach that allows the expression of individual promoters to be accurately monitored in order to profile promoter expression throughout embryonic development in 5 Drosophila species.

Our analyses revealed that, despite widespread purifying selection, promoter gain and loss have been very prevalent throughout the evolutionary history of the clade. Interestingly, we identified genetic recycling mechanisms as a source of regulatory novelty: both transposable elements and changes in the directionality of ancestral promoters regions contribute significantly to the evolution of transcriptional regulation. The grammatical rules of promoter design, though largely conserved, do change perceptibly over time. We show here that reliance on Initiator and DPE1 core promoter motifs, for instance, has increased throughout the evolution of the melanogaster subgroup. The specificity of expression of individual promoters was found to be under significant purifying selection overall, and its evolution is shaped by a complex combination of forces. Systems-level constraints related to gene function and developmental stages emerged as important contributors to patterns of regulatory divergence.

We discovered 4,050 promoters driving the expression of putative long non-coding RNAs – a much larger number than anticipated. Of those, 1,047 are functionally preserved between D. melanogaster and D. pseudoobscura, suggesting that they have been under selective pressure for over 25 million years. Indeed, we found evidence of strong purifying selection acting on both the primary sequence and the specificity of expression of these promoters. These observations suggest the existence of a trove of long non-coding RNA genes playing deeply conserved roles in a variety of crucial developmental processes.
4.2 Results

Multispecies Promoter Expression Profiling Throughout Embryonic Development

We have previously developed a novel transcript profiling method, RAMPAGE (RNA Analysis for Mapping of Promoters and Analysis of Gene Expression), in order to study the expression of individual promoters. This approach, which is based on high-throughput sequencing of 5'-complete complementary DNA (cDNA) molecules, allows the identification of transcription start sites (TSSs) with single-base resolution, and the direct measurement of the contribution of individual TSSs to steady-state transcriptomes. Although other 5'-complete cDNA sequencing methods exist (Kodzius et al. (2006), Ni et al. (2010), Plessy et al. (2010)), RAMPAGE offers far greater specificity for TSSs, while also providing valuable transcript connectivity information through paired-end sequencing of medium-length cDNA inserts (see Chapter 2). Since individual eukaryotic promoters often allow productive transcription initiation from multiple neighboring positions (Carninci et al. (2006), Lenhard et al. (2012)), we use a dedicated peak-calling algorithm to group neighboring TSSs into TSS clusters (TSCs) corresponding to individual promoters (see Methods). For brevity, from here on we will refer to the contribution of individual TSCs to the steady-state transcriptome as "promoter expression".

We harnessed this approach to generate developmental transcriptome profiles at both high temporal resolution (1 hour) and high sequence coverage (124-170 million read pairs per species) for 5 Drosophila species spanning over 25 million years of evolution: D. melanogaster, D. simulans, D. erecta, D. ananassae and D. pseudoobscura. We focused on embryonic development, a crucial period during which the body plan is established and the primordia for all larval organs are generated. As illustrated in a graphical representation of the resulting TSS expression landscape at an individual locus (Figure 4.1), one can directly compare the activity of single promoters across species and infer patterns of evolution from this data. Importantly, paired-end sequencing of cDNAs provides an evidence-based method to attribute novel TSS clusters to existing gene annotations, and also provides useful information about overall transcript structure (Figure 4.1).

For each species, peak-calling on the full time series data identified between 22k and 27k high-confidence TSCs (see Methods). The distribution of raw RAMPAGE signal (Appendix 4 Figure 5.25) and of TSCs (Appendix 4 Figure 5.26) over Flybase-annotated loci confirms the very high specificity of our assay for true transcription start sites. The analysis of biological replicates for the D. melanogaster
Figure 4.1. Genome-wide patterns of promoter gain and loss
(A) Distribution of RAMPAGE signal at the NLaz locus in 5 Drosophila species. The top 5 tracks are bar plots of RAMPAGE signal density (number of reads) over the D. melanogaster NLaz locus. For non-melanogaster species, sequencing reads were simply mapped to the appropriate genomes and their coordinates translated to orthologous positions based on whole-genome alignments. The red box represents the TSC identified from the D. melanogaster data. A partial transcript model (green) was generated de novo by running Cufflinks on RAMPAGE reads – note the agreement with existing transcript annotations (blue). The last track represents sequence conservation scores (phastCons). (B) Proportion of D. melanogaster TSCs reproducibly discovered in biological duplicates (first pair of bars) and functionally conserved in all species of subclades of increasing sizes. Subclades include all descendants of a common ancestor, and are are designated by the species that is most distantly related to D. melanogaster. (C) The species phylogeny can be accurately reconstructed directly from patterns of TSC gain and loss. The presence/absence of each TSC was treated as a discrete character and the unrooted tree reconstructed using the Phylip software package. (D) Average profiles of sequence conservation (phastCons scores) over the TSCs functionally conserved between all 5 species and those specific to D. melanogaster. Note the strong excess of sequence conservation over functionally conserved TSCs. (E) TSCs driving the expression of Flybase-annotated genes display a far higher degree of functional conservation than "orphan" TSCs (p<0.01 for all pairwise comparisons; chi-square test with Bonferroni correction).
time course confirmed that the detection of individual TSCs is extremely reproducible (Figure 4.1). Based on direct cDNA evidence, we could attribute 82% of *D. melanogaster* TSCs to Flybase-annotated genes. The remaining 3,693 TSCs, for which no cDNA overlaps an annotated exon, appear to drive the expression of independent transcripts. Given the quality of Flybase coding sequence annotations, it is highly likely that these "orphan" TSCs drive the expression of unannotated, non-protein-coding transcripts.

*Promoter birth and death are pervasive despite strong purifying selection*

We first analyzed the overall patterns of TSC gain and loss throughout the clade under study from a *D. melanogaster*-centric perspective. As a global measure of functional conservation, we assessed the proportion of *D. melanogaster* TSCs that were found to be active in all species of progressively larger subclades (see Methods). We observed a clear trend of sharply declining TSC conservation with increasing evolutionary distance. Only 49% of all peaks were found to be functionally conserved in all 5 species (Figure 4.1 purple bars). Given the incompleteness and the poor quality of some genome assemblies, this could be an underestimate of the true conservation rate. Therefore, we also assessed the conservation of only those TSCs for which syntenic alignments could be found in all species of a particular subclade (Figure 4.1 grey bars). About 75% of such peaks were fully conserved. Since some peaks must lack satisfactory syntenic alignments owing to genuine large insertions or deletions, this number is likely to be an overestimate, and we expect the actual conservation level to lie somewhere between the two boundaries proposed here. Improvements to genome assemblies should settle this issue in the future. Analyzing TSC conservation between species pairs or from a *D. simulans*-centric perspective showed similar trends (Appendix 4 Figure 5.27).

Identical analysis of biological replicates of the *D. melanogaster* time course showed the false positive rate for gain/loss event detection to be under 0.1% (Figure 4.1). Although TSCs with lower expression levels tended to be less conserved, general trends were shared between TSCs of all expression levels (Appendix 4 Figure 5.28). Low overall expression in whole embryos may reflect weak transcription in individual cells and/or a restriction of expression to specific cell types. Furthermore, although a gain/loss of expression during embryogenesis may reflect a change in expression specificity rather than a complete gain/loss of function, the vast majority (91.4%) of *D. pseudoobscura* TSCs that were inferred to be lost in *D. melanogaster* based on embryo data were never found to be expressed at any other stage.
of the life cycle. Therefore, we believe that our strategy accurately and robustly detects true promoter gain and loss events. Consistent with this, we could reconstruct the known species phylogeny by simply treating the presence or absence of individual TSCs as discrete characters in a standard parsimony framework (Figure 4.1).

Importantly, functional conservation is reflected in the conservation of promoter sequence: promoters found to be active in all species display a much higher degree of sequence conservation than D. melanogaster-specific promoters, which appear no more constrained than surrounding regions (Figure 4.1). This suggests that a large number of promoters have been under intense and sustained purifying selection since the last common ancestor of all 5 species. To confirm this finding, we compared the evolutionary rates of gain and loss between the TSCs that were attributed to annotated genes – which are strongly expected to play some constrained functional role – and those that were not. Although a large number of these ”orphan” TSCs are far from evolving neutrally (see below), we found a stark contrast in the degree of functional conservation of the two classes (Figure 4.1). This discrepancy in conservation rates reveals a particularly high degree of constraint on the promoters of annotated genes, and clearly identifies purifying selection as a major force shaping their evolutionary dynamics.

While purifying selection does emerge as a key player, a sizeable proportion of TSCs (25-50%) are not shared between all species, underscoring the inherently fluid nature of the regulatory landscape in Drosophila. Comparisons to published data on the evolution of Twist binding sites revealed that overall, promoters evolve as rapidly as Twist TFBSs do, and possibly even faster (Appendix 4 Figure 5.29). Although a rigorous comparison between such disparate data types is difficult, this appears to show that promoters and TFBSs do not evolve on wildly different timescales. Given the relative complexity of core promoters, this suggests that either weak negative selection or positive selection on a subpopulation of loci underlies these rather wide-ranging changes in the transcriptional landscape.

Interestingly, we found mutational mechanisms that recycle existing genetic elements for the generation of novel promoters to be prevalent. We and others have previously shown that transposable elements contribute large numbers of functional promoters in various eukaryotic organisms, including D. melanogaster (see Chapter 3). This observation is confirmed here in all 4 other species. The prevalence of transposon-derived TSCs seems to scale linearly with the overall transposon content of genomes (Appendix 4 Figure 5.30). In all species, many of these transposon-derived promoters drive the expression of annotated genes (Appendix 4 Figure 5.30). We also found that ~20% of all TSC gain and
loss events seem to arise from shifts in the directionality of conserved promoters: in these cases, TSC gain and loss stems from ancestrally unidirectional promoters becoming bidirectional, and vice versa. This is particularly interesting in light of recent studies pointing at widespread bidirectional initiation at eukaryotic promoters, with the directionality of productive transcription being enforced at the level of elongation and/or RNA stability. We speculate that such directionality-enforcing mechanisms may present particular evolvability, and therefore contribute significantly to regulatory innovation.

Core promoter syntax, albeit strongly constrained, does evolve perceptibly

The syntactic rules that underlie the design of RNA Polymerase II core promoters in eukaryotes are unclear, although new data has suggested some unifying principles (Lenhard et al. (2012), Venters and Pugh (2013)). Accordingly, it is largely unknown to what degree core promoter elements are free to diverge over time, and to what extent they differ between clades (Lenhard et al. (2012)). A number of core promoter sequence motifs identified in Drosophila appear not to be present in human, or at least to have diverged beyond recognition, showing that change is certainly possible over very long timescales. It remains to be determined, however, whether consensus sequence motifs can change over shorter timescales.

We searched the promoter regions of all 5 species for 15 core promoter sequence motifs identified in D. melanogaster by previous studies (FitzGerald et al. (2006)). When comparing the distribution of motifs over promoters that were found to be functionally conserved between pairs of species, we found that overall their sequence composition was strikingly similar, even between the most distant species (Figure 4.2). This observation held true both for sequence elements that are precisely positioned relative to the main TSS, and for elements that display much more flexible positioning.

Although these observations suggest strong selective constraints on promoter design principles, they do not directly demonstrate the effects of purifying selection at individual promoters. Therefore, we analyzed base pair-level measures of selective constraint (phyloP scores) at classes of promoters that displayed varying motif compositions (Figure 4.2). Compared to the average of all promoter regions, those that contained Initiator (INR) and TATA box motifs displayed a clear excess of sequence conservation precisely in the region where these motifs lie. This unambiguously demonstrates that individual core promoter elements are under selective pressure, reinforcing the notion that promoter design principles are mostly invariant over the timescales under study.
Figure 4.2. Core promoter motifs and evolution of promoter syntax
(A) Core promoter sequence motif usage is highly similar between orthologous promoter regions that are functionally conserved between pairs of species (here, *D. melanogaster* and *D. erecta*). (B) Individual motif instances are under purifying selection. Base-wise conservation scores (phyloP) are increased at specific positions in classes of promoters that have matches to known sequence motifs. For instance, note the excess of sequence conservation at TATA box promoters relative to all promoters, specifically over the TATA box motif. The sequence motif logos were derived from all promoter regions of a given class. TSCs overlapping protein-coding sequence on either strand were excluded from this analysis. (C) The INR and DPE1 motifs are less frequently used in *D. pseudoobscura* and *D. ananassae* than in the 3 other species. For each species, the bar plots represent the proportion of TSCs with matches to sequence motifs. Only *D. melanogaster* TSCs found to be functionally conserved in the target species were included in this analysis. Pairwise comparisons to *D. melanogaster*: chi-square test with Benjamini-Hochberg correction for multiple testing (stars above graph denote p<0.01).
Despite this overall conservation of promoter organization, we were able to confidently identify some trends of change in core promoter elements (Figure 4.2). Strikingly, the INR motif – one of the most prevalent and well-characterized – was found to be significantly less frequent in the 2 species most distant from D. melanogaster, namely D. ananassae and D. pseudoobscura. A similar trend was observed for the DPE1 motif, but not at all for the TATA box motif. Controls suggested that these effects were not likely to be attributable to whole-genome alignment errors at large evolutionary distances (Appendix 4 Figure 5.31). It is important to stress that these comparisons were carried out strictly on a set of orthologous promoter regions that are functionally conserved across all species. Therefore, our observations clearly suggest that the melanogaster subgroup (melanogaster, simulans and erecta) has evolved a broader reliance on INR and DPE1 elements relative to its ancestors.

Evolution of developmental gene expression and systems-level constraints

Precise spatiotemporal expression patterns are at the heart of embryo segmentation and morphogenesis, and there is evidence for strong conservation in the expression of well-characterized developmental regulators. On a more global scale, however, it is unclear to what extent the expression of promoters and genes varies between species, although previous studies have pointed to extensive evolutionary plasticity (Rifkin et al. (2003), McManus et al. (2010)). It is also unknown whether this plasticity is contingent upon gene function, and for protein-coding genes, how it relates to the plasticity of coding sequences.

The comparison of temporal expression profiles across species requires correcting for differences in developmental timing so that orthologous time points may be compared. Building upon previously described methods, we chose to define developmental timing based on global genome expression, and we aligned the time series to one another to maximize overall similarities between transcriptomes. We used an implementation of time-warping algorithms that was specifically developed for the treatment of data from different species. This process consisted primarily of linear transformations, and the analysis of well-characterized genes confirmed the high quality of the alignments (Appendix 4 Figure 5.32).

As measurement accuracy is a function of expression level, we used D. melanogaster biological replicates to identify an expression range within which we could expect reproducible estimates of expression profiles, and only considered promoters with a maximum expression level of at least 25 RPM.
Figure 4.3. Selective pressures on developmental patterns of gene expression

(A) Developmental expression profiles of individual *D. melanogaster* promoters. Only promoters with a maximum expression level at least 25 RPM (8,668 promoters), for which reproducibility between biological replicates is very high, are included. (B) Conservation of the temporal expression profiles of individual promoters. For each subclade, we computed the average correlation coefficient between all pairs of species for each individual gene. The graph shows the median and first quartile over all genes with orthologs across the subclade. (C) Selective pressures on protein-coding sequences and temporal expression profiles are independent. For each protein-coding gene with orthologs in all 5 species and maximum expression at least 25 RPM in *D. melanogaster* (3,914 genes), we are plotting the average profile correlation between all pairs of species (corrected, see Methods) versus the average phastCons score over the coding sequence. (D) The evolutionary divergence of expression specificity varies widely between Gene Ontology (GO) categories. For each gene with orthologs in all 5 species and maximum expression at least 25 RPM, we computed a measure of overall divergence across the clade (see Methods). The barplot shows the average divergence per GO categories, for the 20 categories with the lowest (top) and greatest (bottom) divergence. (E) Selective constraints on gene expression specificity vary between developmental stages. We performed principal component analysis (PCA) on all genes with orthologs in all 5 species and maximum expression at least 25 RPM in *D. melanogaster*, and considered gene expression in the space of the first 3 components. The plot represents the average Euclidian distance of each species to the average profile across species, for each time point (4 species: excludes *D. pseudoobscura*; 3 species: excludes *D. pseudoobscura* and *D. ananassae*).
in *D. melanogaster* for subsequent analyses (Figure 4.3). For those promoters, the median Pearson $R^2$ between replicates was 0.95 (Figure 4.3 and Appendix 4 Figure 5.33). In general, for all genes for which clear orthologs could be identified, expression profiles were tightly conserved between species: for the full clade (5 species), the median $R^2$ was 0.75 (Figure 4.3 and Appendix 4 Figure 5.33). Extensive variation could be observed, however. For instance, the *hunchback* gene, whose precise expression is crucial for proper segmentation, displayed extreme conservation in the expression of both of its promoters (Appendix 4 Figure 5.33). On the other hand, the promoter of the *RpL19* ribosomal protein gene showed large differences in its expression between species (Appendix 4 Figure 5.33).

As a first inquiry into the sources of such gene-to-gene variation, we focused on the relationship between selective constraints on expression specificity and protein-coding sequence. Strikingly, we found the two to be entirely uncorrelated: at the level of individual genes, the two types of constraints seem to act absolutely independently of each other (Figure 4.3). We then investigated whether variable selective pressure on expression specificity might find its source in gene function. Grouping genes according to their Gene Ontology (GO) annotation terms showed this to be the case: the degree of expression pattern conservation differs widely between GO categories (Figure 4.3). Functions related to the regulation of transcription and splicing dominated the top of the conservation scale, in accordance with the known molecular function of many master regulators of early development. Categories related to the core translational machinery and cytoskeletal structures were prevalent at the bottom of the list. We also found clear evidence for differential selective pressure across developmental stages, in accordance with other studies. Indeed, we found the degree of interspecies divergence in gene expression to follow the "hourglass" pattern previously described (Kalinka et al., 2010, Figure 4.3). The very minimum of our divergence metric was reached only after what is considered the insect phylotypic stage, but that stage had near-minimum divergence. This slight discrepancy with previous work might be explained by the species considered or the genes included in each study. Overall, our findings point to a complex ensemble of interwoven selective pressures – some of them acting on complex systems-level properties – shaping the evolution of developmental gene expression.

*Deep conservation of over a thousand long non-coding RNA promoters*

Studying promoter expression in a phylogenetic framework provides a unique opportunity to address the question of long non-coding RNA (lncRNA) conservation and functionality. Indeed, the conserva-
tion of features beyond neutral-rate expectations provides the ultimate proof of unambiguous, selectable biological function. Such approaches, however, have been complicated by the fact that IncRNA transcript sequences are under rather loose constraint overall. Therefore, our ability to pinpoint TSSs with single-base accuracy gives us unprecedented leverage to detect otherwise elusive sequence conservation patterns. Furthermore, beyond promoter sequence conservation, we are also in a position to assess selective constraint on the specificity of expression of these loci.

We found 3,693 embryonic TSCs in *D. melanogaster* that could not be functionally linked to any Flybase-annotated gene, and therefore represent putative IncRNA promoters. We also identified TSCs for 357 Flybase-annotated IncRNAs. Of these 4,050 TSCs overall, 2,435 could be aligned to all other genomes, and 1,047 were functionally shared between *D. melanogaster* and *D. pseudoobscura*. The similarity of their expression patterns with those of particular sets of protein-coding genes suggests a broad diversity of potential developmental functions (Appendix 4 Figure 5.34).

These deeply conserved elements constitute a putative core set of *Drosophila* IncRNA promoters. We found strong evidence of their conservation at the sequence level: indeed, the pattern and intensity of sequence constraint around these TSCs is comparable to that observed at all functionally conserved TSCs taken together (Figure 4.4). In terms of expression pattern conservation, we found IncRNA promoters to be under a degree of constraint well beyond that of many functional categories of protein-coding genes (Figure 4.4). Both observations taken together argue strongly for sustained selective pressure on over a thousand putative IncRNA promoters for at least 25 million years.

Furthermore, this is a stringently selected set, and many TSCs were excluded simply because of the poor quality of genome assemblies. To place a more reasonable lower bound on the true number of conserved IncRNA promoters, we focused on those shared between the 3 species of the *melanogaster* subgroup. These 1,836 promoters display a high degree of sequence conservation within the subgroup (Appendix 4 Figure 5.35), suggesting strong lineage-specific selective constraints. Importantly, we only considered IncRNAs expressed during a very short developmental period. We previously reported 7,421 putative IncRNA promoters in an analysis of the whole life cycle (see Chapter 3), and also detected expression of only 205 of 1,119 recently identified IncRNA (Young et al. (2012)). This suggests that we are only beginning to scratch the surface of IncRNA biology in *Drosophila*, and that many more loci may be under selective constraint.

There is obviously a need to fully characterize the transcripts generated from these promoters,
Figure 4.4. Strong purifying selection on long non-coding RNA promoters
(A) The sequences of functionally conserved lncRNA promoters are under comparable selective pressure to those of protein-coding genes. (B) The developmental expression profiles of functionally conserved lncRNA promoters are far more constrained than those of many categories of protein-coding genes.
and to rigorously assess both their independence from annotated protein-coding genes and their own protein-coding potential. We are currently making progress on this issue, using two different strategies. First, we are starting to analyze full-length transcript annotations recently generated from multiple short-read data types by the modENCODE consortium (personal communication). Second, we are working towards generating full-length transcript sequences by using a modified version of our protocol adapted for sequencing on the Pacific Biosciences platform (see Appendix 2).

We are planning to characterize the spatial expression patterns of a few of the most highly conserved examples by RNA fluorescent in situ hybridization (FISH). We will also attempt to knock down their expression in vivo using standard short hairpin RNA (shRNA) tools from the Transgenic RNAi Project (TRiP) at Harvard Medical School.

4.3 Discussion

Our analyses provide, to our knowledge, the first genome-wide overview of promoter evolution in Drosophila and its relationship to developmental expression patterns. Although we found individual promoters to be under significant purifying selection, promoter birth and death are very active processes, and have been prevalent throughout the history of the clade. Overall, the design principles of Pol II core promoters are under considerable selective pressure, and individual instances of canonical sequence motifs display hallmarks of strong purifying selection. In spite of this, we found evidence of some plasticity on longer time scales: indeed, our findings show that the prevalence of INR and DPE1 motifs in Pol II promoters is higher in the melanogaster subgroup. This particular pattern is consistent with the possibility that these motifs were less prevalent ancestrally, and that increased motif usage is a derived state.

Developmental expression patterns, as expected, were found to be under intense selective pressure. The factors that modulate evolutionary constraints appear diverse and complex. We found no relationship between the selective forces acting on the protein-coding sequences of genes and on their expression specificity. On the other hand, the particular functions that genes perform appear to be an important factor, as different functional categories display different degrees of divergence. Systems-level constraints, such as those operating on developmental stages, also appear to play an important role.

Our data revealed the existence of thousands of novel promoters in D. melanogaster, many of
which drive the expression of unannotated, most likely non-coding transcripts. Strikingly, we found that over one thousand of those are expressed in the embryos of *Drosophila* species over 25 million years apart. We found strong evidence of purifying selection at these promoters, at the levels of primary sequence and expression specificity. For instance, the upstream promoter of the *bithoraxoid (bxd)* non-coding transcriptional unit, which plays a critical role in the regulation of *Ultrabithorax (Ubx)* expression, has one of the most tightly conserved expression profiles that we have observed. These elements represent a putative core set of embryonic lncRNA promoters in *Drosophila*, and the diversity of their expression patterns suggests they may have extremely varied developmental roles. Importantly, their molecular functions are entirely unknown in the vast majority of cases, and may prove diverse as well.

Arguably, the most important topic that we have been unable to address here is the nature of the selective forces that drive changes in expression patterns. The relative contributions of neutral and adaptive changes to transcriptome evolution are difficult to infer from such a sparse sampling of species in the clade. However, extending the analysis presented here to more species would provide precise estimates of evolutionary rates of expression divergence at a fine phylogenetic scale. The comparison of those rates between lineages would yield significant insights regarding the selective forces at play. For instance, a constant rate of change throughout all branches of the tree would be consistent with neutral drift. Conversely, sudden shifts from a stable ancestral expression profile to a different, yet equally stable derived profile would be diagnostic of adaptive changes.

Such insights would be valuable, but obviously this approach still remains largely phenomenological. A true understanding of selective forces cannot emerge without a true understanding of the molecular mechanisms underlying regulatory evolution. Identifying those with accuracy on a broad genomic scale will require approaches that can effectively explore the space of possible genetic variation at regulatory sequences, and the impact of this variation on transcriptional output. The recent development of massively parallel reporter assays (MPRA) may provide one route for this type of large-scale exploration of sequence-function relationships.
4.4 Methods

Fly stocks:

All *Drosophila* strains were obtained from the *Drosophila* Species Stock Center at UC San Diego, CA (https://stockcenter.ucsd.edu/info/welcome.php). For each species considered we worked with the reference genome strain. Stock numbers: *D. melanogaster* #14021-0231.36, *D. simulans* #14021-0251.195, *D. erecta* #14021-0224.01, *D. ananassae* #14024-0371.13, *D. pseudoobscura* #14011-0121.94. Stocks were maintained on standard cornmeal medium. Embryo collections in consecutive one-hour intervals were conducted as described in Chapter 2.

RNA Extraction and Library preparation:

Sample homogenization, RNA extraction and DNaseI treatment were carried out as described in Chapter 3. The quality of every sample was assessed on a Bioanalyzer RNA Nano chip. RAMPAGE libraries were prepared as described in Chapter 2. For every time series, each sample bas labeled with a different sequence barcode during reverse-transcription, and all samples for the series were then pooled and processed together, as described in Appendix 1. Quality control and library quantification were carried out on a Bioanalyzer DNA High Sensitivity chip.

Genome references and annotations:


Primary data processing:

Data for each time series was processed independently using the pipeline described in Appendix 1. Reads were mapped to the appropriate reference genomes using STAR. Peaks were called on the pooled data from whole time series, using parameters optimized to yield good TSS specificity with respect to annotations and comparable numbers of peaks for all species. All peaks overlapping Flybase-annotated rDNA repeats were filtered out. *D. melanogaster* replicate 1: window size (w) = 15nt, negative binomial dispersion parameter (k) = 50, FDR=15%, read 2 background weight (b) = 0.5, merging distance (d) = 150nt (24,831 peaks). *D. melanogaster* replicate 2: w=15, k=10, FDR=10%, b=0.5, d=150 (24,093 peaks).
TSC conservation:

Functional conservation was assessed for all peaks with at least 15 RAMPAGE tags that did not map to heterochromatic regions or chr4 in D. melanogaster, or orthologous regions in other species. We translated the genomic coordinates of each peak in each species to coordinates in the multiple sequence alignment of all genomes (15-way MultiZ alignment from UCSC, http://hgdownload.soe.ucsc.edu/goldenPath/dm3/multiz15way). To be considered for analysis, each peak was required to have a unique syntenic alignment in all other species considered, defined as follows: both ends of an 800-bp window centered on the middle of the peak had to map to the same strand of the same chromosome or scaffold, 50% of bases had to be aligned (i.e., not in assembly gaps), and 25% of bases had to be aligned to bases (as opposed to alignment gaps). Raw 5’ signal for each genome was also translated to multiple alignment coordinates. For each peak from each species, functional conservation was assessed by counting the number of RAMPAGE tags in each species. A peak was considered absent in a target species if it had at least a 100-fold lower signal than in the reference species. Peaks with <100 tags in the reference species were considered absent if they had no detectable signal in a target species.

Phylogeny reconstruction:

The peaks from all species were merged and collapsed in multiple alignment space to generate a non-redundant set of all peaks in the clade. The conservation of these peaks was assessed as described above. The phylogenetic tree was inferred by treating the presence/absence of each peak as a 2-state discrete character, sequentially using the MIX and PARS program of the PHYLIP suite according to the recommendations of the software documentation (http://evolution.genetics.washington.edu/phylip.html).

Sequence conservation:

Per-base conservation scores were computed by running the phastCons and phyloP programs of the PHAST suite v1.1 on the MultiZ alignment according to the recommendations of the software documentation (http://compgen.bscb.cornell.edu/phast). Depending on the subclade of interest, some species
were excluded from the alignment for certain analyses. Pre-computed phastCons scores for the full 15-way alignment were downloaded from UCSC (http://hgdownload.soe.ucsc.edu/goldenPath/dm3/phastCons15way).

Core promoter motifs:
For analyses of motif composition, we only considered *D. melanogaster* TSCs that were functionally conserved across all 5 species. We used pairwise chained alignments downloaded from UCSC (http://hgdownload.soe.ucsc.edu/downloads.html#fruitfly) to align the most heavily used position of each TSC (i.e., the main TSS) to all other genomes. Peaks for which the maximum position could not be aligned to all genomes were excluded from the analysis. A custom script was used to search for matches to previously characterized core promoter motifs (FitzGerald et al. 2006) within a 301-bp window centered on the main TSS. Consensus sequences for sets of peaks with matches to individual motifs were computed using MEME v4.9.0 (http://meme.nbcr.net/meme).

Time series alignment:
Z-score transformed gene expression time series from all species were registered to one another using the GTEM suite according to the recommendations of the software documentation (http://flydev.berkeley.edu/cgi-bin/GTEM/index.htm). One-to-one orthology calls from Flybase (2012 release 2) were used to match gene expression profiles between species. We pre-processed pairs of datasets (*D. melanogaster* and another species) to compensate for differences in annotation quality and peak-calling between species. We identified orthologs of TSCs that had detectable expression (at least 10 tags) but initially failed to be called in one species. In addition, when a functionally conserved TSC had been attributed to an annotated gene in one species but not the other, we corrected this discrepancy by attributing it to the gene in both species. For the *D. ananassae* dataset, the 8th time point failed to yield acceptable data, and was excluded from the analysis. All time series were upsampled 5-fold and smoothed with a 2-hour window size using RZ-Smooth v4.1. Optimal global alignment paths between *D. melanogaster* and the other datasets were computed with T-Warp v3.2 with Pearson distance matrices (3-hour window). M-Align v2.8 was used to align each series to the *D. melanogaster* reference and smooth the final aligned series (1-hour window). The expression profiles of individual TSCs were registered to one another with M-Align, using the optimal alignment path computed for gene expression profiles. Prior to alignment,
we used the UCSC liftOver tool (http://hgdownload.cse.ucsc.edu/admin/exe/linux.x86_64/liftOver) to identify *D. melanogaster* TSCs that aligned well (at least 50% of bases aligned) to all other genomes. The temporal expression profiles of those orthologous genomic positions only were aligned.

Expression profile & Coding sequence conservation:
We measured the conservation of individual expression profiles (TSCs or genes) across a clade as the average Pearson R$^2$ for all pairwise comparisons of species within the clade. For each *D. melanogaster* protein-coding gene, we considered all genomic positions annotated as coding sequence and computed the average 15-way phastCons score over all these positions.

Global interspecies expression divergence:
In order to estimate the overall divergence between datasets, we first performed principal component analysis (PCA) jointly on all 5 time series using R. Only genes with one-to-one orthologs in all 5 species were included. For further analysis, we only considered gene expression in the space of the first 3 components. To account for small inaccuracies, the PCA-transformed time series were aligned to each other a second time using GTEM (see above), with very minor consequences. We defined the consensus developmental path across the 5 species as the average expression path in the space of the first 3 components. We defined the clade-wide divergence at any time point as the average Euclidean distance of all species paths to the consensus path.

Other software:
Custom analysis scripts were written in Python 2.7 (http://www.python.org). R was used for plotting (http://www.r-project.org).
Chapter 5

Discussion

In the continuity of recent studies of regulatory evolution, the purpose of the work presented here was to explore transcriptome complexity and evolutionary divergence in a developmental context. We focused on promoters, which play a central role in gene regulation, but the evolutionary dynamics of which have not been characterized in depth.

In order to identify promoters and quantify their transcriptional output we developed RAM-PAGE, a TSS detection method based on massively parallel sequencing of 5’-complete cDNAs. Through the development of both experimental and computational procedures, this approach features substantial improvements relative to existing techniques. These include increased specificity for TSSs, the ability to sequence medium-sized cDNAs and thus partially characterize transcript structure, and significant streamlining of the library preparation protocol. In contrast to shotgun RNA-seq, this method directly measures the contribution of individual promoters to the transcriptome, and is thus ideally suited for the characterization of the expression specificity of these unitary regulatory elements. As such, we hope it will in the future be useful for other expression profiling studies in which the primary focus is on transcriptional regulation. We have recently started profiling promoter activity in human tissues as part of the ENCODE consortium, and we plan to progressively scale up these efforts. In order to better annotate transcripts based on high-throughput data, we have also been working with collaborators in Peter Bickel’s group at UC Berkeley on the joint analysis of RAMPAGE and RNA-seq data for ab initio transcript modeling.

Current high-throughput sequencing platforms only offer limited read lengths, but as those are improved and third-generation sequencers become available, we anticipate that it will soon become practical to undertake full-length cDNA sequencing on a large scale \cite{Sharon2013}. We modified our protocol to prepare full-length cDNA libraries suitable for sequencing on the only long-read platform
available at this point, which is commercialized by Pacific Biosciences (see Appendix 2). Although improvements still need to be made, preliminary results are very promising: most cDNAs sequenced are indeed full-length, and accurately match established transcript annotations. We will be working on optimizing our library preparation protocol in the near future. Additionally, an ongoing collaboration with the Schatz lab at CSHL aims at improving analytical methods to compensate for the current shortcomings of the PacBio platform. Importantly, the data analysis strategy that I have developed for RAMPAGE would greatly benefit from longer reads.

To gain a better understanding of transcriptome complexity and regulation in a developmental setting, I profiled promoter activity throughout the life cycle of *D. melanogaster*. This work revealed a significant influence of transposable elements on gene regulation: indeed, over 1,300 transposon-derived promoters were found to drive the expression of protein-coding and non-coding transcripts. The observed expression of transposons in family-specific patterns is in agreement with previous studies (Graveley et al. (2010)), but the formal demonstration that they themselves bear active promoters and that they have been co-opted to regulate the expression of numerous host protein-coding genes represents, to the best of our knowledge, a notable advance. Importantly, promoter expression profiling in other *Drosophila* species has led to qualitatively similar conclusions, although the prevalence of the phenomenon depends on the transposon content of individual genomes.

The scope of transposon domestication in *Drosophila* is probably narrower than it seems to be in mammals, and the population dynamics of repeated sequences are much different between the two clades. Therefore we look forward to comparing our current work with similar surveys in mammals, and in particular in human. Recent comparative genomics analyses have identified literally hundreds of thousands of transposon-derived conserved elements in the human genome (Lindblad-Toh et al. (2011)), and there is now a pressing need to make progress on their functional annotation. Furthermore, a number of studies have suggested that transposon domestication is still currently an active process in mammals – therefore it is likely that many more elements that are not conserved between species have driven lineage-specific innovation (Lindblad-Toh et al. (2011), Schmidt et al. (2012), Bourque et al. (2008)). We expect that further functional work in human and other mammals will yield important new insights into the peculiar relationship between transposons and their host genomes.

In order to better understand the evolution of developmental transcriptomes, we compared promoter expression profiles at high temporal resolution throughout embryonic development in 5 *Drosophila*
species. This analysis revealed a dynamic remodeling of genome-wide promoter landscapes throughout the evolution of the clade, suggesting that promoter gain and loss play a substantial role in the evolution of gene regulation. Curiously, the syntactic rules of promoter design do not seem to be set in stone, and subtle changes in the overall composition of core promoters can be observed at moderate evolutionary distances. Despite significant plasticity in the genomic organization of regulatory elements, the developmental expression dynamics of individual genes appear to be under substantial selective pressure. However, this general trend does not by any means apply uniformly to the whole genome. Selective pressures on expression specificity are shaped by gene function, as well as system-level constraints on developmental stages.

Arguably, the most significant finding of this comparative study is the prevalence of non-coding transcription during embryonic development, and the deep evolutionary conservation of promoters driving that transcription. Although more controls are needed to assess the independence of these transcripts from protein-coding loci, as well as their own protein-coding potential, we identified over a thousand promoters driving the expression of putative long non-coding RNAs that have been conserved for over 25 million years. Those promoters display hallmarks of strong purifying selection, both at the level of genomic sequence and at the level of expression specificity. If these results can be confirmed, they would point to a role of non-coding transcription in crucial stages of development that is much more far-reaching than had been anticipated. We are looking forward to carrying out further characterization of the transcripts identified and, if possible, we are hoping to conduct loss-of-function experiments to test the implication of individual candidates in the control of embryonic development. We believe that the formal demonstration of a role of non-coding transcription in such a fundamental process would represent a significant step forward.

Beyond this question, we are also planning on investigating whether the emergence of individual non-coding transcription units might have played an adaptive role in the evolution of embryonic development in *Drosophila*. Using the data we have generated, it should be possible to identify promoters that represent evolutionary innovations in the *melanogaster* subgroup (that is, promoters not present in either *D. pseudoobscura* or *D. ananassae*), and that have come under purifying selection in that subclade. Using the same methods we have used so far, we can assess the intensity of recent negative selection on the sequence and expression patterns of these *melanogaster* subgroup-specific promoters. The identification of recently evolved functional promoters would provide a strong vindication of the
hypothesis that non-coding transcription plays a role in lineage-specific adaptation. Again, functional
assays to investigate the potential role of recently evolved lncRNAs in embryonic development would
provide invaluable insights, and we are hoping to be able to carry out such experiments in the near
future.

Ultimately, we speculate that it should be possible to transition from such candidate-driven
approaches to more general loss-of-function screens. Although the construction of transgenic short
hairpin RNA (shRNA) libraries targeting all lncRNAs identified in this study would represent a signifi-
cant amount of work, it does not seem unreasonable for a well-established laboratory to undertake such
an endeavor. Along with the implementation of medium-throughput assays to monitor development in
D. melanogaster, such an approach would permit a general assessment of the precise role of non-coding
transcription in embryonic development in Drosophila. We look forward to seeing whether such exper-
iments actually become a reality, as they would provide a great opportunity to test the hypotheses we
have put forward here.

Overall, we hope that this work will have contributed somewhat to our understanding of regula-
tory evolution, and to the investigation of the roles of non-coding transcription in metazoan develop-
ment. Further work in Drosophila, as well as parallel efforts in mammals, will put our hypotheses to the test
and assess their generality across diverse organisms.
Appendix 1: Detailed RAMPAGE Protocol

This protocol was originally published in Current Protocols in Molecular Biology under the title:
"RAMPAGE: Promoter Activity Profiling by Paired-End Sequencing of 5’-Complete cDNAs"
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ABSTRACT

RNA annotation and mapping of promoters for analysis of gene expression (RAMPAGE) is a method that harnesses highly specific sequencing of 5′-complete complementary DNAs to identify transcription start sites (TSSs) genome-wide. Although TSS mapping has historically relied on detection of 5′-complete cDNAs, current genome-wide approaches typically have limited specificity and provide only scarce information regarding transcript structure. RAMPAGE allows for highly stringent selection of 5′-complete molecules, thus allowing base-resolution TSS identification with a high signal-to-noise ratio. Paired-end sequencing of medium-length cDNAs yields transcript structure information that is essential to interpreting the relationship of TSSs to annotated genes and transcripts. As opposed to standard RNA-seq, RAMPAGE explicitly yields accurate and highly reproducible expression level estimates for individual promoters. Moreover, this approach offers a streamlined 2- to 3-day protocol that is optimized for extensive sample multiplexing, and is therefore adapted for large-scale projects. This method has been applied successfully to human and Drosophila samples, and in principle should be applicable to any eukaryotic system.

INTRODUCTION

This unit presents a protocol for RNA Annotation and Mapping of Promoters for Analysis of Gene Expression (RAMPAGE), a method for genome-wide identification of transcription start sites (TSSs) and quantification of promoter activity (Batut et al., 2013). RAMPAGE is based on synthesis of 5′-complete cDNAs from eukaryotic total RNA samples, and their sequencing on Illumina high-throughput platforms.

Previous methods for high-throughput sequencing of 5′-complete cDNAs have failed to achieve high specificity for TSS identification, and often provide only scarce sequence information in the form of 20- to 30-base “tags” (Ni et al., 2010; Valen et al., 2009). This makes their alignment to reference genomes problematic (especially for studying repeat sequences), and yields no information regarding transcript structure. This is a major pitfall, as transcript connectivity is essential to revealing the nature of products transcribed from individual promoters. Transcript connectivity is also key to understanding relationships between functionally related elements, such as alternative promoters. The RAMPAGE approach achieves greatly increased TSS specificity through the combination of two orthogonal enrichment strategies: template switching (Hirzmann et al., 1993) and cap trapping (Carninci et al., 1996). Template switching makes use of unique properties of certain reverse-transcriptase enzymes to add adaptor sequences to the end of...
Figure 25B.11.1  Preparation of RAMPAGE library. Ribosome-depleted RNA is reverse-transcribed with random primers bearing an Illumina adaptor sequence overhang. Under the conditions used, the reverse transcriptase will often add a few non-templated Cs when it reaches the 5' end of the template, especially if the template is capped. A template-switching oligo (TSO), which has three riboguanosines at its 3' end, can hybridize to the terminal Cs, prompting the enzyme to switch templates and add the TSO sequence to the end of the newly synthesized cDNA. Since the TSO bears the other Illumina adaptor sequence, resulting 5'-complete cDNAs are amplifiable, whereas non-5'-complete molecules are not. The next steps implement the cap-trapping strategy, in which riboses with free 2'- and 3'-hydroxyl groups are oxidized and biotinylated, and single-stranded portions of RNA are digested by RNase I. This leaves biotin groups at only the 5' ends of capped transcripts, which can then be recovered on streptavidin-coated beads. After PCR amplification and size selection, the cDNAs selected by these two orthogonal strategies can be directly sequenced on Illumina platforms.
5'-complete cDNAs, while cap trapping is based on biotinylation and pulldown of capped RNA molecules and their associated 5'-complete cDNAs. The method is illustrated in Figure 25B.11.1 and described in detail in Basic Protocol 1. Analysis is described in Basic Protocol 2.

**PREPARATION OF 5'-COMPLETE cDNAS FOR PAIRED-END SEQUENCING**

The template-switching step of this protocol makes use of a set of 40 six-base barcodes designed to have GC contents between 20% and 80% and a minimum Hamming distance (i.e., number of differing positions) of three between any two barcodes in the set. The latter requirement ensures that barcodes with one sequencing error can still be unambiguously identified, thus maximizing the proportion of barcodes recovered while minimizing the risk of barcode misassignment. The sequences of the 40 barcoded oligos are listed in Table 25B.11.1. Note that, in order for template-switching to occur, the last three residues of all TSOs must be riboguanosines (rG; Zhu et al., 2001).

The addition of barcodes early in the workflow allows for very efficient multiplexing by allowing most of the procedure to be performed on large pools of samples. This streamlined protocol permits completion of the full procedure in 2 to 3 days. The resulting libraries are suitable for paired-end sequencing on Illumina platforms (GAII, HiSeq, MiSeq). The length of sequences is limited only by the capabilities of the platform.

*NOTE:* All synthetic oligonucleotides were synthesized on a 100-µmol scale (IDT) and purified by standard desalting, unless otherwise specified. It is best to order TSOs in batches of 250 nmol.

**Materials**

- DNaseI-treated total RNA
- Terminator (TEX) enzyme with buffer A (Epicentre, cat. no. TER51020)
- Molecular-biology grade water (Sigma-Aldrich, cat. no. 95284-100ML)
- Agencourt RNAClean XP kit (Beckman Coulter, cat. no. A63987)
- 70% (v/v) ethanol, freshly prepared
- Reverse transcription (RT) primer:
  - 400 µM rampage RT: 5'-TAGTCGAACGAAGGTCTCCGAACCGCTCTTCCGATCT(N)15
- Template-switching oligonucleotides (TSOs, Table 25B.11.1):
  - 4 mM rampage TSO:<br>  5'- TAGTCGAACGTAGTCTCCAGANNNNNGrGrG
- SuperScript III reverse transcriptase (Invitrogen, 200 U/µl, cat. no. 18080-085), with first-strand buffer and 100 mM DTT
- 10 mM dNTP mix (Invitrogen, cat. no. 18427-013)
- Sorbitol/trehalose solution (see recipe)
- 5 M betaine (Sigma-Aldrich, cat. no. B0300-1VL)
- qPCR primers:
  - 10 µM CAGEscan-erF: 5'-AATGATACGGCGACCACCGAGATCTACACTAGTCGAACTGAAGGTCTCCGAACCGCTCTTCCGATCT(N)15
  - 10 µM CAGEscan-erR:
  - 5'-CAAGCAGAAGACGGCATACGAGATCGGTCTCGGCATTCCTGCTG
  - 40% (v/v) glycercyl (Sigma-Aldrich, cat. no. G5516-100ML)

---

**Figure 5.3**
1 M Tris-Cl, pH 7.0 and 8.5: prepare from commercial pH 7.4 stock
(Sigma-Aldrich, cat. no. T2194–100ML) by adjusting pH with HCl or NaOH
Biotin hydrazide, long arm (Vector Laboratories, cat. no. SP-1100)
Biotin hydrazide, long arm (Sigma-Aldrich, cat. no. S1804–500G)
0.5 M EDTA, pH 8.0 (Ambion, cat. no. AM9260G)
5 to 10 U/µl RNase I (Promega, cat. no. M4261)
10 mg/ml MPG streptavidin beads (PureBiotech, cat. no. MSTR0502)
E. coli tRNA, DNA and protein free (see Support Protocol)
Wash buffers 1 to 4 (see recipes)
10 M NaOH (Sigma-Aldrich, cat. no. 72068-100ML)
Agencourt AMPure XP kit (Beckman Coulter, cat. no. A63881)
Ex Taq Hot Start (HS) polymerase with buffer and 2.5 mM dNTP mix (Clontech,
cat. no. RR006A)
Sequencing primers:
rampage_r1 (custom primer):
5’- TAGTCGAACTGAAGGTCTCCAGCA
SBS8 (standard Illumina primer):
5’- CGGTCTCGGCATTCCTGCTGAACCGCTCTTCCGATCT
200-µl high-recovery PCR tubes (Axygen, cat. no. PCR-02-L-C)
Thermal cycler (BioRad)
4°C cold block
Quantitative PCR system (e.g., Applied Biosystems 7300 real-time PCR system)
Magnet for bead separation
Bioanalyzer (Agilent)
Bioanalyzer RNA Nano chip kit (Agilent)
Optical 96-well, 200-µl qPCR plates with covers (Applied Biosystems, cat. nos.
N801-0560 and 4311971)
1.7-ml high-recovery microcentrifuge tubes (Axygen, cat. no. MCT-175-L-C)
Bioanalyzer DNA High-Sensitivity chip kit (Agilent)
Additional reagents and equipment for sequencing on an Illumina platform

**Degrade 5’-monophosphate RNAs (terminator digest)**

1. For each TSO, place 5 µg DNaseI-treated total RNA in a 10-µl volume in a high-
recovery 200-µl PCR tube (or 96-well plate if processing many samples).
   Each of the 40 TSOs is processed separately in steps 1–15 (40 TEX digests, 40 RT
   reactions). These are pooled into a single library at step 16. When pooling n libraries
   (n × 5 µg starting material), it is advised to not exceed a total of 50 µg starting material.

2. Denature 5 min at 65°C in a thermal cycler and place immediately in a cold block
   cooled to 4°C on ice for 2 min (or in an ice-water bath).
   Proper denaturation is important for degradation efficiency, as secondary structures can
   protect transcripts from digestion.
   This protocol has been successfully performed using as little as 2 to 3 µg input per sample
   when pooling multiple libraries after the reverse-transcription step. The quality of the
   RNA should be checked at that point by running on a Bioanalyzer RNA Nano chip. RNA
   integrity is absolutely crucial to generation of high-quality libraries.

3. Prepare a 20-µl digestion mix by adding:

   - 2 µl TEX buffer A
   - 3 µl 1 U/µl TEX
   - 5 µl H2O.

---

**Figure 5.4**
### Table 25B.11.1  Template-Switching Oligonucleotides (TSOs)*

<table>
<thead>
<tr>
<th>Name</th>
<th>Sequence (5’ to 3’)</th>
</tr>
</thead>
<tbody>
<tr>
<td>rampage_TSS_01</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTAArGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_02</td>
<td>TAGTCGAACTGAAGGTCTCCAGCACAACGrGrGg</td>
</tr>
<tr>
<td>rampage_TSS_03</td>
<td>TAGTCGAACTGAAGGTCTCCAGCATGGACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_04</td>
<td>TAGTCGAACTGAAGGTCTCCAGCATGGTCGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_05</td>
<td>TAGTCGAACTGAAGGTCTCCAGCATGAAGCGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_06</td>
<td>TAGTCGAACTGAAGGTCTCCAGCATGTAGGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_07</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_08</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_09</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_10</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_11</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_12</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_13</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_14</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_15</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_16</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_17</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_18</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_19</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_20</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_21</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_22</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_23</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_24</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_25</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_26</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_27</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_28</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_29</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_30</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_31</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_32</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_33</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_34</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_35</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_36</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_37</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_38</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_39</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
<tr>
<td>rampage_TSS_40</td>
<td>TAGTCGAACTGAAGGTCTCCAGCAAGTTACGrGrG</td>
</tr>
</tbody>
</table>

*Library identification barcodes are indicated in bold, and barcode numbers (01− 40) are included in TSO names.
4. Incubate 90 min at 30°C in a thermal cycler.

5. Purify digested RNA using an RNAClean XP kit as follows:
   a. Add 30 µl RNAClean XP bead suspension and mix thoroughly by vortexing or pipetting.
   b. Precipitate 5 min at room temperature.
   c. Place on a magnet for 3 min and carefully remove the supernatant.
   d. Wash twice with 100 µl freshly prepared 70% ethanol.
   e. Air dry for 2 min (without completely drying out the beads).
   f. Elute by adding 7.5 µl H2O, resuspending beads well by pipetting, and incubating 3 min at room temperature.
   g. Place on magnet until beads are well separated (3 to 5 min) and recover supernatant.

6. Assess extent of ribosomal RNA degradation by running the samples on a Bioanalyzer RNA Nano chip according to manufacturer’s instructions.

Reverse-transcribe RNAs

7. Mix reverse-transcription (RT) primers with sample as follows:

   7.5 µl TEX-treated RNA
   1 µl 400 µM rampage_RT
   1 µl 4 mM rampage_TS

8. Denature 10 min at 65°C and immediately place in an ice-cold metal block for 2 min.

   Proper denaturation is important for reverse transcription efficiency, as secondary structures can diminish processivity of the enzyme.

9. Add RT reaction mix (28.4 µl/reaction):

   7.5 µl first-strand buffer
   1.9 µl 10 mM dNTP mix
   7.5 µl sorbitol/trehalose solution
   1.9 µl 100 mM DTT
   5.6 µl 5 M betaine
   4 µl 200 U/µl SuperScript III RT.

10. Incubate in a thermal cycler as follows:

    10 sec at 4°C
    1 min at 22°C
    30 min at 42°C
    15 min at 75°C
    Hold at 4°C.

11. Perform RNAClean XP cleanup as in step 5, using the following volumes:

    65 µl bead suspension
    150 µl 70% ethanol wash
    40 µl H2O to elute.

   Recovered samples can be stored up to 2 months at −20°C. However, RNA integrity is still crucial, so all necessary precautions should be taken to prevent degradation.

Figure 5.6
**Quantify and pool library (facultative)**

As library-specific sequence barcodes are added during RT, it is possible to pool samples at this stage. Accurate quantification of individual libraries is important to ensure equal representation of all libraries in the pool. For sensitivity and accuracy, we favor the following quantitative PCR (qPCR)-based assay to perform this quantification.

12. Prepare 10-fold serial dilutions from $10^{-1}$ to $10^{-5}$ for each sample. Prepare a longer series of dilutions ($10^{-6}$ to $10^{-5}$) for one of the libraries (chosen randomly) to generate a standard curve.

   *The standard curve is built from an arbitrarily chosen sample by plotting $C_t$ as a function of the logarithm of its concentration, with the undiluted sample corresponding to 1 unit. The best fit is determined by linear regression, and this is used to compute the concentration of the other samples (relative to this one) given their measured $C_t$ values.*

13. Distribute 2 µl of each dilution to duplicate wells of an optical 96-well qPCR plate.

14. Add qPCR mix (18 µl/reaction):

   - 0.8 µl 10 µM CAGEscan-erF primer
   - 0.8 µl 10 µM CAGEscan-erR primer
   - 10 µl Power SYBR Green mix
   - 6.4 µl H2O.

15. Run the following qPCR program:

   - **1 cycle:** 2 min at 95°C
     
     - 10 sec at 55°C
     
     - 2 min at 68°C
   
   - **39 cycles:** 15 sec at 95°C
     
     - 10 sec at 65°C
     
     - 2 min at 68°C.

16. Pool all libraries in equimolar amounts based on qPCR quantification, aiming for a total that corresponds to 30 to 50 µg starting material (total, non-TEX treated RNA).

17. Reduce the total sample volume by RNAclean XP precipitation as in step 11, using a bead-to-sample volume ratio of 1.8:1.

**Oxidize 5'-cap**

18. Prepare 250 mM NaIO4 solution by dissolving 26.7 mg NaIO4 in 500 µl H2O.

   *Periodate is used to oxidize ribose residues that bear free 2'- and 3'-hydroxyl groups. All riboses in 3'-terminal nucleotides and 5'-cap structures are affected. Ribose residues whose 2'- and 3'-hydroxyls have been oxidized to aldehydes can be biotinylated by reaction with biotin hydrazide. This solution is light-sensitive. It should always be prepared fresh and kept covered in aluminum foil on ice.*

19. Add 2 µl of 1 M NaOAc, pH 4.5, to the RNA/cDNA solution.

   *The pH of this solution is critical.*

20. Add 2 µl of 250 mM NaIO4, mix well, and incubate 45 min on ice in the dark (or in foil).

21. Stop reaction by adding 2 µl of 40% glycerol and mixing well by pipetting.

22. Add 14 µl of 1 M Tris-Cl, pH 8.5, and mix well by pipetting.
23. Perform RNAClean XP cleanup using the following volumes:
   - 105 µl bead suspension
   - 200 µl 70% ethanol
   - 40 µl H₂O to elute.

**Biotinylate 5'-cap**

24. Prepare 15 mM biotin solution by dissolving 4.2 mg biotin hydrazide in 750 µl H₂O. Cover with aluminum foil and vortex 20 to 30 min at room temperature.
   - Vortexing this long is necessary because biotin does not dissolve well in water. This solution should always be prepared fresh and kept on ice, covered in foil.

25. Add 4 µl of 1 M sodium citrate, pH 6.0, to the oxidized sample, then add 13.5 µl of 15 mM biotin solution and mix well by pipetting.

26. Incubate 14 to 15 hr in the dark (covered with foil) at room temperature.
   - No cleanup is required after this step.

**Digest with RNaseI**

27. Prepare RNaseI mix (per reaction):
   - 6 µl 1 M Tris-Cl, pH 8.5
   - 1 µl 0.5 M EDTA, pH 8.0
   - 5 µl 10 U/µl RNaseI.

28. Add 12 µl RNaseI mix to the biotinylated sample, mix well by pipetting, and incubate 30 min at 37°C.
   - When pooling many libraries, the incubation time can be extended to 60 min.

29. Incubate 5 min at 65°C and immediately place on ice for 2 min.

30. Perform RNAClean XP cleanup using the following volumes:
   - 125 µl bead suspension
   - 200 µl 70% ethanol
   - 40 µl H₂O to elute.

**Perform streptavidin pulldown (cap trapping)**

31. During RNaseI digest and cleanup, prepare magnetic streptavidin beads as follows:
   a. Resuspend beads by vortexing vigorously and transfer 100 µl to a 1.7-ml tube.
   b. Add 1.5 µl of 20 µg/µl E. coli tRNA, mix well, and incubate 30 min at room temperature, vortexing every 3 min to resuspend the beads.
   c. Place on magnetic stand for 3 min and remove supernatant.
   d. Add 50 µl wash buffer 1, resuspend well by pipetting, separate on magnetic stand, and remove supernatant. Repeat once.
   e. Resuspend beads in 80 µl wash buffer 1.
   - The tRNA must be DNase-treated (see Support Protocol) prior to use.

32. Add 80 µl washed bead suspension to RNaseI-treated sample and incubate 30 min at room temperature, mixing by gentle vortexing every 3 min.

33. Place on magnetic stand for 5 min, then remove and discard supernatant.

34. Add 150 µl wash buffer 1, resuspend by pipetting, place on magnetic stand for 3 min, then remove and discard supernatant.

---
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35. Using the same procedures, wash:
   Once with wash buffer 2
   Twice with wash buffer 3
   Twice with wash buffer 4.

   Make sure the supernatant is completely removed after the final wash.

36. Elute sample from beads:
   a. Add 65 µl of 50 mM NaOH and mix well by pipetting.
   b. Incubate 10 min at room temperature, vortexing gently every 2 to 3 min.
   c. Place on magnetic stand for 3 min.
   d. Transfer supernatant to a tube on ice containing 12 µl of 1 M Tris-Cl, pH 7.0.

37. Perform AMPure XP cleanup as described for RNAClean XP (step 5) using the following volumes:
   130 µl bead suspension
   200 µl 70% ethanol wash
   73 µl H2O to elute.

**Amplify by PCR**

38. Prepare PCR mix as follows (100 µl/reaction):
   73 µl template
   10 µl Ex Taq buffer
   8 µl 2.5 mM dNTP mix
   4 µl 10 µM rampage_F primer
   4 µl 10 µM rampage_R primer
   1 µl 5 U/µl Ex Taq HS.

39. Amplify product using the following program:

   1 cycle: 75 sec at 95°C
   10 sec at 55°C
   2 min at 68°C

   16 cycles: 15 sec at 95°C
   10 sec at 65°C
   2 min at 68°C

   1 cycles: 5 min at 68°C.

   *It is essential to recover exactly 100 µl from this reaction, as exact volumes and ratios determine the size selection range and efficiency of recovery.*

**Perform size selection by differential precipitation**

40. Perform a first AMPure XP cleanup to precipitate and remove large inserts:
   a. Add 52 µl bead suspension to 100 µl PCR product (0.52:1 ratio).
   b. Precipitate 5 min, place on magnet 3 min.
   c. Transfer supernatant to a new tube and discard the beads.

41. For the second cleanup, prepare a bead-enriched AMPure XP suspension by transferring 80 µl AMPure XP suspension to new tube, placing on the magnet for 3 min, and discarding 60 µl supernatant. Resuspend beads well in the remaining 20 µl.

---

**Figure 5.9**
42. Perform second cleanup to precipitate and recover medium inserts, discarding short ones.
   a. Add 18 µl enriched bead suspension to the supernatant from the first precipitation and mix well.
   b. Precipitate 5 min, separate on magnet 3 min.
   c. Remove and discard supernatant.
   d. Wash three times with 300 µl of 70% ethanol.
   e. Air dry until no ethanol remains (without overdrying the beads).
   f. Add 20 µl H₂O and incubate 5 min at room temperature to elute.
   g. Recover supernatant and discard beads.

**Quantify and perform quality control**

43. Run the final library on a Bioanalyzer High-Sensitivity DNA chip according to manufacturer’s instructions for quality control and preliminary quantification. Run undiluted samples as well as 10⁻¹ and 10⁻² dilutions to make sure at least one measurement will fall within the dynamic range of the assay.

   *The expected size range is 300 to 1000 bp.*

44. Adjust the concentration of the library to 10 nM.

45. Sequence on an Illumina platform (GAII, HiSeq, MiSeq) using the following conditions:

   - Paired-end run
   - Read length as desired
   - Loading concentration as recommended by platform manufacturer
   - Sequencing primers:
     - Read 1: rampage_r1 (custom primer)
     - Read 2: SBS8 (standard Illumina primer).

---

**SUPPORT PROTOCOL**

**PREPARATION OF tRNA STOCK SOLUTION**

tRNA is used to saturate nonspecific RNA interactions with streptavidin-coated beads. The tRNA must be carefully treated with DNase and protease and then purified prior to use.

**Materials**

- *E. coli* tRNA (type XX, Sigma-Aldrich, cat. no. R1753-500UN)
- RQ1 RNase-free DNase with buffer (Promega, cat. no. M6101)
- 0.5 M EDTA, pH 8.0 (Ambion, cat. no. AM9260G)
- 10% SDS (Sigma-Aldrich, cat. no. G05030-500ML-F)
- Proteinase K (New England Biolabs, cat. no. P8102S)
- Agencourt RNAClean XP kit (Beckman Coulter, cat. no. A63987)
- 70% (v/v) ethanol
- 1.5-ml microcentrifuge tube
- Magnet for bead separation

**Perform DNase and protease digestion**

1. Dissolve 30 mg tRNA in 400 µl water in a 1.5-ml microcentrifuge tube.

2. Add the following, then incubate 2 hr at 37°C:
   - 45 µl RQ1 DNase buffer
   - 30 µl of 1 U/µl RQ1 DNase.
3. Add the following, then incubate 30 min at 45°C:

- 10 µl 0.5 M EDTA, pH 8.0
- 10 µl 10% SDS
- 10 µl 10 mg/ml proteinase K.

**Purify tRNA**

4. Add 900 µl RNAClean XP bead suspension, mix well, and allow to precipitate 5 min at room temperature.

5. Place on a magnet for 5 to 10 min (until solution is clear).

6. Remove and discard the supernatant.

7. Wash three times with 1.8 ml of 70% ethanol. Remove ethanol.

8. Microcentrifuge for several seconds to bring all contents to the bottom of the tube.

9. Place back on magnet for 1 min, then remove any residual ethanol.

10. Air dry for 3 min.

11. Add 1.5 ml water, mix well by pipetting, and incubate 5 min at room temperature to elute tRNA.

12. Place on magnet for 5 to 10 min (until solution is clear).

13. Recover supernatant and store in small aliquots (e.g., 100 µl) up to 1 year at −20°C.

**ANALYSIS OF SEQUENCE DATA FOLLOWING RAMPAGE**

Based on our experience with RAMPAGE, we designed an integrated data processing workflow that makes extensive use of the unique features of the data to enhance the accuracy and quality of analysis. Basic processing has proven, in our experience, to be an important contributor to the quality of the output of RAMPAGE assays. The following description covers all analysis steps, from raw sequencing data to TSS clusters, expression level estimates, and partial transcript models. For further explanation of the data analysis, see Background Information.

1. **Align cDNAs to the reference genome.** We use STAR software (Dobin et al., 2012) for its speed and accuracy; however, any short-read alignment program capable of spliced alignment of paired-end Illumina data would, in principle, be suitable. The library identification barcode (first 6 bases of read 1) as well as the RT primer sequence (first 15 bases of read 2) must be trimmed off prior to mapping. Since a few G’s are added at the very 5’ end during cloning, it is important that the alignment program be able to automatically trim off these non-genomic bases during mapping. The STAR algorithm and others have this capability.

2. **Filter uniquely mapping reads.** The aim of this step is to exclude from the analysis any reads for which the locus of origin cannot be unambiguously determined due to limited sequence information or genomic repeats.

3. **Collapse PCR duplicates.** PCR duplicates must be removed to improve both the specificity of peak-calling and the accuracy of transcript quantification. Collapsing is performed based on full alignment coordinates (start, end, splice sites). To avoid over-collapsing, we use the sequence of the RT primer as a pseudo-random single-molecule barcode. Indeed, since this long oligo often primes RT with mismatches, cDNAs derived from distinct RNA molecules often have different RT primer sequences.
4. Determine density of cDNA 5' ends at all genomic positions. For each cDNA sequence, record the genomic position to which the 5'-most base of the cDNA aligns. For the whole dataset, this is best represented as an intensity ("wiggle") file.

5. Determine coverage by downstream reads at all genomic positions. Extract the alignment coordinates of all downstream reads from the full alignments. Then, for each genomic position, record the number of downstream reads that cover it. For the whole dataset, this is also best represented as an intensity ("wiggle") file.

6. Perform peak-calling using data from steps 4 and 5. We use a sliding window algorithm that, for each position in the genome, assesses the statistical enrichment of 5' signal within a window surrounding that position. The background distribution used to test significance is a negative binomial (the dispersion parameter can be optimized for each dataset). The coverage by downstream reads in the same window is used to subtract a pseudo-count from the 5' signal, and thus render significance harder to achieve at highly transcribed exonic positions (see Background Information for further explanation). Neighboring significant windows are fused into peaks, which are then trimmed at the edges down to the first base with signal.

7. Attribute individual TSS clusters (TSCs) to annotations using data from 3 and 6. TSCs can be attributed to annotated genes if reads that initiate within them also overlap annotated exons. We usually require two independent (collapsed) cDNAs to support that association. In case of ties (one TSC linked to more than one annotation), all associations supported by 5-fold fewer reads (or less) than the strongest association are removed. Among other things, this filters out spurious associations to downstream genes due to run-off transcription from the appropriate (upstream) gene.

8. Quantify 5' end signal over individual TSCs using data from 4 and 6. Count the number of 5' tags covering each TSC.

9. Normalize expression values for sequencing depth. For this purpose, we consider the "total transcriptome" of interest to be the ensemble of all transcripts in the sample that initiate within any of the TSCs called as statistically significant. Therefore, we normalize the expression value of each TSC to the sum of the expression values of all TSCs. This normalized measure of expression is usually reported in reads per million (rpm).

10. Reconstruct partial transcript models. For each TSC, we extract all cDNAs that have their 5' end within its boundaries (on the same strand), and convert the alignments to BAM format. Each of these bundles of reads is then run through Cufflinks (Trapnell et al., 2010) to generate transcript models.

REAGENTS AND SOLUTIONS
Use molecular-biology-grade or RNase-free water in all recipes and protocol steps. For common stock solutions, see APPENDIX 2; for suppliers, see APPENDIX 4.

Sorbitol/trehalose solution, 3.3 M/0.66 M
\((\text{S}^-)\)-Sorbitol (Wako Pure Chemicals, cat. no. 194-03752)
\((\text{T}^+\text{)}\)-Trehalose dihydrate (Sigma-Aldrich, cat. no. T9531-25G)

Place 2 ml RNase-free water in a 50-ml conical tube. Weigh 8.02 g trehalose directly into the tube. Add 3 ml RNase-free water and mix. Weigh 17.8 g sorbitol directly into the tube. Add another 5.5 ml water and mix. Finally, add water to give a total volume of 30 ml and mix well. Transfer to a 100-ml RNase-free glass bottle and autoclave at 121°C for 30 min. Store 1.5-ml aliquots up to 6 months at room temperature protected from light with aluminum foil.
This solution must be prepared precisely as described. It is important that water be added progressively, as it can be difficult to prepare such concentrated solutions accurately.

Wash buffer 1

- 45 ml 5 M NaCl (Ambion, cat. no. AM9760G, final 4.5 M)
- 5 ml 0.5 M EDTA, pH 8.0 (final 50 mM)

Store up to several months at room temperature

Wash buffer 2

- 3 ml 5 M NaCl (Ambion, cat. no. AM9760G, final 0.3 M)
- 0.1 ml 0.5 M EDTA, pH 8.0 (final 1 mM)
- 46.9 ml H₂O

Store up to several months at room temperature

Wash buffer 3

- 0.1 ml 0.5 M EDTA, pH 8.0 (final 1 mM)
- 2 ml 10% SDS (Sigma-Aldrich, cat. no. G05030-500ML-F, final 0.4%)
- 25 ml 1 M NaOAc, pH 6.1 (final 0.5 M)
- 1 ml 1 M Tris·Cl, pH 8.5 (APPENDIX 2A; final 20 mM)
- 21.9 ml H₂O

Store up to several months at room temperature

Wash buffer 4

- 0.1 ml 0.5 M EDTA, pH 8.0 (final 1 mM)
- 25 ml 1 M NaOAc, pH 6.1 (final 0.5 M)
- 0.5 ml 1 M Tris·Cl, pH 8.5 (APPENDIX 2A; final 10 mM)
- 24.4 ml H₂O

Store up to several months at room temperature

COMMENTARY

Background Information

Advantages of RAMPAGE

The detection and mapping of 5'-complete cDNAs has long been the method of choice to identify transcription start sites at high resolution, traditionally by primer extension assays or by cap trapping and Sanger sequencing (Carninci et al., 1996). The advent of high-throughput sequencing platforms has created the opportunity for new methods that could perform the same task on a genome-wide scale. Additionally, massively parallel sequencing allows for transcript quantification through the counting of cDNA fragments, as is done for instance in standard (shotgun) RNA-seq (Wang et al., 2009). Compared to shotgun RNA-seq, however, the 5'-complete cDNA sequencing approach has the critical advantage of explicitly preserving TSS-specific information, thus faithfully delineating the expression profiles of individual promoters.

Other methods for 5'-complete cDNA sequencing have been developed previously (Ni et al., 2010; Plessy et al., 2010; Valen et al., 2009), but provide only limited specificity for TSS detection (Batut et al., 2013). Most of these allow for sequencing of only short sequence tags, which renders mapping to reference genomes very problematic. Moreover, this dearth of sequence information prevents evidence-based assignment of novel promoters to annotated genes. Few protocols allow for paired-end sequencing of medium-sized cDNA fragments (Ni et al., 2010; Plessy et al., 2010), and those protocols offer the poorest TSS specificity (Batut et al., 2013). Additionally, all these protocols are cumbersome and often require large amounts of input material, which makes their application to rare samples and their parallelization problematic (Batut et al., 2013).

With RAMPAGE, one can achieve highly specific 5'-complete cDNA preparation that allows for paired-end sequencing to the full capability of current Illumina platforms. Input material requirements are on the order of 2 to 5 µg of total RNA, which is easily manageable for most samples. Additionally, sample multiplexing greatly improves the throughput...
of the library preparation process through the addition of sequence barcodes very early in the protocol, which allows almost the entire process to be carried out on large pools of samples in a single tube.

Finally, it is important to stress the portability of this protocol. By substituting the proper adaptor sequences, it should be readily feasible to adapt the method for sequencing on other platforms. This is a notable advantage, as new technologies offering significantly greater read lengths are beginning to emerge.

**Recommendations for RAMPAGE data analysis**

The most distinctive part of the data analysis pipeline described here is a novel peak-calling algorithm for TSS cluster finding that implements several noise-filtering strategies to improve the ability to discriminate between true TSSs and background signal. As with all biochemical assays, biologically relevant signal must be distinguished from background signals, which may have multiple origins. Moreover, the vast majority of eukaryotic promoters do not display transcription initiation at a single position, but instead allow initiation at multiple sites. The precise length and shape of TSS clusters vary between promoters, from sharp (one or a few nucleotides) to broad (≥100 nucleotides) (Carninci et al., 2006). Therefore, previous analyses of 5'-complete cDNA sequencing data have usually made some attempt at grouping individual TSSs into functionally meaningful local clusters (Carninci et al., 2006; Ni et al., 2010; Plessy et al., 2010). Elaborating on this existing work, we devised a novel approach to identify TSCs, which we define operationally as regions of statistically significant clustering of cDNA 5' ends. Critically, this peak-calling algorithm was designed to make extensive use of paired-end information and to correct for several sources of noise inherent to 5'-complete cDNA sequencing.

Firstly, the null (background) distribution of signal per genomic position is expected to be overdispersed due to at least two technical factors. Failures of reverse transcriptase to processively reach the very 5' end of its template will be more likely at specific sites of a given transcript (e.g., strong secondary structures), and PCR duplicates generated during the library preparation process can randomly distort the signal at individual positions. Both effects make the raw data seem more "peaky" than the actual landscape of transcription initiation. To attenuate these effects, we make use of an overdispersed statistical distribution (negative binomial) to model background signal, and we remove PCR duplicates from datasets prior to peak-calling. For these purposes, we define PCR duplicates as read pairs that share similar alignment coordinates (start, end, splice sites) and an identical reverse-transcription primer sequence (which we use as a pseudo-random single-molecule barcode).

Secondly, non-5'-complete cDNAs represent another source of background, which will manifest itself mostly over exons. This type of background is complex, because the amount of nonspecific signal depends on transcript abundance. In the absence of an appropriate correction, these artifacts will yield many false-positive TSCs over highly expressed transcripts. Taking advantage of paired-end sequence information, we make use of the fact that coverage by downstream sequencing reads (i.e., the 3'-most portion of our cDNAs) can provide an estimate of transcript abundance at internal (non-TSS) positions. We model background from incomplete cDNAs as linearly proportional to transcript abundance as measured by downstream read coverage. However imperfect this approach might seem, it greatly improves our ability to distinguish between true TSSs and spurious internal signal (Batut et al., 2013).

These specially designed features were incorporated into a sliding window algorithm that scans the whole genome and assesses the significance of local signal enrichment given the null distribution. Downstream read coverage in the same window is used to correct for local transcript abundance by subtracting from the raw 5' end signal a pseudocount proportional to this coverage. After false discovery rate (FDR) correction using the method of Benjamini and Hochberg (1995), enriched windows in close proximity to each other are merged into peaks, which are subsequently trimmed at the edges down to the first base with signal.

This assay provides extensive information about transcript structure and connectivity, which allows one to connect TSCs to annotated genes based on rigorous experimental determination of cDNA structure. This is a crucial point, since the complex transcriptional architecture of eukaryotic genomes (Kapranov et al., 2007; Djebali et al., 2012) makes promoter-transcript relationships at many loci otherwise difficult to decipher. Additionally, this method takes advantage of the fact that...
the downstream portions of cDNA inserts are distributed over broad regions of the targets to gain knowledge about medium-range transcript connectivity. Using the current workflow, reads from individual TSCs are processed through Cufflinks to produce partial transcript models.

**Critical Parameters and Troubleshooting**

**Low TSS specificity**
Sample quality is crucial to the success of the assay. RNA degradation leads to a higher contribution of non-5'-complete cDNAs in the libraries, thus reducing TSS specificity. RNA quality should be checked by running the samples on Bioanalyzer RNA Nano chips before starting library preparation. Only the highest quality samples should be used.

Poor TSS specificity may also be due to RNA degradation during library preparation, which may be linked to RNase contamination. It is critical that all tubes, pipets, reagents, and work surfaces be RNase-free, and that gloves be worn at all times.

Finally, low TSS specificity could also be caused by incomplete RNase I digestion, which would lead to the capture of non-5'-complete cDNAs through the pulldown of remaining biotin groups at the 3' end of transcripts. In this case, increasing the RNase I digestion time should be considered.

**High ribosomal RNA content**

An unusually high rRNA content in the final libraries (>10% to 15% of reads) typically indicates a low-efficiency Terminator (TEX) digest. Analysis of the samples on a Bioanalyzer RNA Nano (or Pico) chip after TEX digestion and cleanup should show a near-complete disappearance of rRNA peaks. If rRNA peaks are still prominent, it may be necessary to increase the incubation time for TEX digestion. Proper denaturation of the samples prior to TEX digestion is also critical, as the processivity of this enzyme is affected by secondary structures. Samples should be denatured for a full 5 min at 65°C and then cooled to 4°C within seconds, as renaturation before the addition of enzyme will have adverse effects.

**Shift in distribution of library insert size**

When preparing libraries from human or *Drosophila* RNA, final product sizes are typically distributed broadly between 300 and 1,000 bp. Samples from other species may yield different insert sizes. A likely cause of strongly skewed distributions in human or *Drosophila* samples is failure of the size selection procedure, which could result from inaccurate pipetting (suspension-to-sample ratios are critical) or from contamination or alteration of the AMPure XP suspension. Alternatively, abnormally short insert sizes could result from RNA degradation before or during library preparation (see Low TSS specificity, above).

**Low pass-filtering rate for sequencing lane**

We have recently observed low pass-filter rates despite acceptable cluster densities, and this seems to be related to new Illumina analysis pipeline algorithms or parameters. This is likely due to the stretch of three or four G’s after the library ID barcode (bases 7-8 of read 1). For these few cycles, all clusters across the flow cell incorporate the same base, and this compromises cluster calling and/or base calling. We have significantly improved the results by spiking in 10% to 15% phiX and using a separate control lane on the flowcell (either phiX control or anything with roughly homogeneous base composition, e.g., genomic DNA, exome).

**Anticipated Results**

When starting from 5 µg total RNA samples from human or *Drosophila*, one should usually expect a final concentration of 10 to 40 nM (total volume 20 µl), with a broad size distribution spanning 300 to 1,000 bp. In *Drosophila* samples, 70% to 80% of reads should map uniquely to the dm3 reference genome. When compared to Flybase r5.32 annotations, over 90% of uniquely mapped reads (median across annotations) that fall within an annotated transcript are within ±150 bp of the annotated TSS.

**Time Considerations**

For few samples that are not pooled, the procedure typically requires 2 full days. All steps through the setup of the biotinylation reaction can be performed on day 1, the biotinylation reaction itself can be incubated overnight, and all other steps can easily be performed on day 2. If processing and pooling many samples, the procedure is more comfortably split over 3 days: all steps through reverse-transcription on day 1, steps from qPCR quantification to setup of the biotinylation reaction on day 2, and all remaining steps on day 3. It is also possible, for convenience, to store the samples at −20°C after any RNAClean XP or AMPure XP cleanup step.
Figure 5.16
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Appendix 2: Full-length cDNA sequencing on the Pacific Biosciences platform with a modified RAMPAGE protocol

This Appendix features work done in collaboration with two other people in the Gingeras group, whom I gratefully acknowledge. Lei-Hoon See participated in the library preparation process, and Alexander Dobin analyzed the data.

Introduction

Until now, genome-wide transcriptome surveys have only been feasible using microarrays or high-throughput short read sequencing platforms. These technologies, unfortunately, only provide limited information regarding transcript connectivity – that is, the exact combination of sequences included in each individual RNA molecule. However it is becoming clear that alternative splicing, together with alternative promoter and termination site usage, hold out the potential for the synthesis of vast numbers of possible transcripts at individual loci, through the combinatorial use of available sequence modules. Only a subset of these possibilities are likely to be realized, though, and identifying those has become a central issue in transcriptomics. Computational methods have been developed to tackle this issue by attempting to recover connectivity information from short-read data, generally with mixed results (Steijger et al., Nat Methods 2013). Recently, the emergence of novel medium- to high-throughput sequencing platforms offering substantially increased read lengths has made it possible to envision solving this problem experimentally with full-length cDNA sequencing. The only platform available at this point, commercialized by Pacific Biosciences (PacBio), currently offers median read lengths of about 5kb, making it possible to start testing such approaches. Its main limitation appears to be the quality of the sequences produced, with a raw per-base error rate of approximately 15%. This poor quality can be offset by the possibility to generate higher-quality “circular consensus” (CCS) reads by repeatedly sequencing the same molecule, but as the overall number of bases that can be sequenced in a single run
is limited, this comes at the cost of sequencing only shorter inserts.

We and others have started developing strategies to generate full-length cDNA libraries, sequence them on the Pacific Biosciences platform, and analyze this new type of data. A first medium-scale study was even published recently (Sharon et al. (2013)). However, current library preparation protocols are crude and have limited specificity for full-length molecules, having generally been built upon commercially available kits for classical cloning and Sanger sequencing. They also often have input material requirements that are impractical for many samples. Analytical methods are somewhat inadequate as well, as they generally make use of tools designed for the analysis of high-quality Sanger sequences.

The RAMPAGE protocol offers several features that make it both amenable to and potentially powerful for full-length cDNA preparation. First, this protocol offers very high TSS detection specificity in its current form (partial, 5’-complete cDNA molecules). Second, it may be adapted to generate full-length molecules with very few modifications – perhaps as little as changing the reverse-transcription primer. Third, high-quality 5’-complete libraries can currently be obtained from limited amounts of material (5 μg total RNA), raising the possibility that a modified protocol would not require much more. Here I present very encouraging preliminary results obtained for a recent pilot library.

**Results**

To generate full-length cDNAs, we modified the RAMPAGE protocol by simply using an oligo-dT reverse-transcription primer and slightly shorter PCR primers (see Methods below). We prepared a full-length cDNA library from 10 μg of adult female *D. melanogaster* total RNA, and sequenced it on a single SMRT cell. This run yielded 64,629 raw reads, including 31,505 reads with circular consensus. Only the latter were considered for further analysis. The raw consensus read length distribution has a median of 808 bases (Figure 5.17A), which is somewhat shorter than expected. We attribute this in part to the library preparation protocol, as the PCR amplification step likely disfavors longer inserts. The exclusive use of circular consensus reads is also a strong limitation in this regard. We are currently working on addressing these issues (see Discussion).

We mapped the reads to the *D. melanogaster* reference genome using STAR, an aligner developed in-house that is optimized for the mapping of spliced cDNA reads and can withstand moderately
Figure 5.17. PacBio sequencing data quality
Characteristics and mapping of RAMPAGE PacBio reads. (A) Raw read length distribution for all circular consensus reads. Adaptor sequences are included (111 bases total). (B) Number of bases trimmed off each read end during mapping.
Figure 5.18. Most cDNAs are full-length molecules (A) Histogram of genomic distances between the 5’ end of read alignments and the closest Flybase-annotated transcription start site (TSS). (B) Histogram of genomic distances between the 3’ end of read alignments and the closest Flybase-annotated transcription termination site (TTS). (C) Histogram of genomic distances between the 5’ end of read alignments and the closest Illumina-based RAMPAGE peak. (D) Cumulative representation of the same 3 distributions.
high sequencing error rates (Dobin et al. (2012)). Approximately 75% of the reads could be mapped to a unique genomic location. Adaptor sequences were not removed prior to mapping, but approximately 60-70 bases were automatically trimmed off each read end (Figure 5.17B), which corresponds roughly to the average length of adaptors. This shows that the cDNA inserts themselves were generally mapped from end to end, with only minor sequence losses.

We assessed the general accuracy of the data with regards to the 5’ and 3’ ends of transcripts by comparing read alignment coordinates to high-quality Flybase transcript annotations. This indeed revealed very high accuracy at both ends (Figure 5.18A,B,D). To account for annotation insufficiencies, we compared the PacBio reads to TSSs identified for the same sample type using the standard, Illumina-based version of RAMPAGE. The agreement between the two datasets is striking, which confirms that the adaptation to PacBio was successful (Figure 5.18C-D).

Discussion

These preliminary results show that RAMPAGE holds great potential for adaptation to full-length cDNA sequencing. Tests of the protocol on the PacBio platform were promising, judging by the high accuracy of transcript 5’ and 3’ end mapping. Importantly, the amount of material used here is also an order of magnitude lower than that required by other published protocols.

Hurdles do remain, though. Most importantly, only short- to medium-length sequences were obtained here. We believe this is attributable in part to the PCR amplification step, and we are planning on trying to mitigate this problem by using semi-suppressive PCR. Limiting the analysis to circular consensus reads is also a major impediment to improving read lengths, and we are considering methods to make use of non-consensus reads. The laboratory of Michael Schatz at CSHL has developed methods to correct long low-quality PacBio reads using short high-quality Illumina reads. These methods were initially geared towards genomic DNA sequencing data, and we are now collaborating with the Schatz group to adapt them to cDNA data. This increase in read quality should also improve mapping accuracy.

Concurrently, we are also optimizing methods to precisely identify adaptor sequences at both ends of low-quality cDNA sequences. As the 5’ and 3’ adaptors are different, this will allow the assignment of individual reads to their genomic strand of origin. It might also slightly improve the precision of the mapping of cDNA ends. Given the low accuracy of the reads, this recognition is somewhat
challenging, and we are considering implementing the Smith-Waterman alignment algorithm for this task.

The results presented here are very preliminary, but they do suggest that with some improvements the RAMPAGE protocol will be suitable for high-accuracy full-length cDNA sequencing from moderate amounts of input material. The optimization of both library cloning protocols and data analysis methods should improve performance in the near future. With additional increases in the accuracy and throughput of third-generation platforms, full-length cDNA sequencing may ultimately replace current transcriptome analysis methods. We note that the data analysis strategy implemented for RAMPAGE (see Chapter 2 & Appendix 1) would only work better with full-length cDNA data.

Methods

Sample collection and RNA extraction: *D. melanogaster* stocks (strain *y; cn b sp*) were maintained on standard cornmeal medium. Approximately 10 5-day-old female adults were collected, and total RNA was extracted using the Agencourt RNAdvance Tissue kit (see Chapter 1).

Library preparation: Libraries were prepared from 10μg of DNase-treated, TEX-digested total RNA, according to the standard RAMPAGE protocol (see Appendix 1) with the following primers. Reverse-transcription primer: 5’- TCCTGCTGAACCGCTCTTCCGATCT(T)20VN; Template-switching primer: 5’- TAGTCGAACCTGAAGGTCTCCAGCA(N)3rGrGrG; Forward PCR primer: 5’- ACCACC-GAGATCTACAAGTCGAAGGTCTCCAGC; Reverse PCR primer: 5’- GATCGGTCTCG-GCATTCCCTGCTGAACCGCTCTTCCGATCT. PCR amplification was conducted as follows: 95°C for 75s; 55°C for 10min; 68°C for 6min; 15 cycles of (95°C for 15s; 65°C for 10s; 68°C for 3min); 68°C for 5min. Library quality control and quantification was performed on a Bioanalyzer High-Sensitivity DNA chip. PacBio library preparation was conducted using a commercial PacBio kit according to the manufacturer’s instructions. The library was loaded by magnetic loading.

Data analysis: PacBio CCS reads were mapped to Flybase *D. melanogaster* genome and annotations version 5.49 with STAR 2.3.1u compiled for long reads, using the following parameters: –genomeDir Flybase_Dmel5.49 –outFilterMultimapScoreRange 20 –outFilterScoreMinOverLread 0 –outFilterMatchNminOverLread 0.66 –outFilterMismatchNmax 1000 –winAnchorMultimapNmax 200 –seedSearchLmax 30 –seedSearchStartLmax 12 –seedPerReadNmax 100000 –seedPerWindowNmax
For the TSS/TTS specificity plots, the distance from 5'/3' ends of each read to the nearest TSS/TTS was calculated. For the comparison to RAMPAGE, the distance from the ends of a read to the nearest boundary of all RAMPAGE peaks was calculated, assuming 0 distance for the ends falling inside RAMPAGE peaks. The Illumina RAMPAGE data was the that described in Chapter 2.
Appendix 3: Supplementary figures for Chapter 3
Figure 5.19. Correlations between alternative promoters and Quantification accuracy

(A) Distribution of correlation coefficients ($R^2$) between alternative promoters considering all genes with maximum expression level at least 1 RPM (top), at least 50 RPM (middle), or maximum expression level between 50 and 400 RPM (bottom). (B) Distribution of correlation coefficients ($R$) for all genes with expression level at least 5 RPM. (C) Differential expression of alternative promoters (red) compared to reproducibility of promoter expression estimates between biological replicates (blue). (D) Difference in sex bias estimates between alternative promoters (red) or between replicates for the same promoter (blue), as a function of maximum expression level. (E) Histogram of the same data as D, for all genes with maximum expression level at least 1 RPM.
Figure 5.20. Expression level transitions and Quantification accuracy
(A) Lack of correlation of cross-replicate variance between samples (left) and reproducibility of cross-sample expression level transitions between biological replicates (right). (B) Left panel: Expression level transitions observed between samples (red) compared to the reproducibility of expression level transition estimates between replicates (blue), as a function of maximum expression level. Right panel: Same data as in left panel plotted as a histogram, for all promoters with maximum expression level at least RPM.
Figure 5.21. Validation of transposon-derived TSCs by 5′-RACE
(A) Agarose gel electrophoresis results showing the 5′-RACE products (NTC: No-template control, -TAP: Control without tobacco acid phosphatase treatment, RACE: 5–RACE). (B) Genome browser screenshots showing, from top to bottom: RAMPAGE tag 5′ ends on the positive strand, RAMPAGE peaks (red), Flybase transcript annotations (blue), Cufflinks models from RAMPAGE data (purple), RACE products and primers (black). The target promoters are indicated with red arrows. (C) FBgn0040670 results. Upper panel: Genome browser screenshot showing collapsed RAMPAGE reads mapping to the transposon-derived TSS. Multiple independent reads clearly support transcription of the gene from this TSS. Lower panel: The 3 RACE products (out of 10) that did map to the locus have their 5′ ends at different positions, which neither annotations nor independent DNAse-seq data suggest are bona fide TSSs. In contrast, the RAMPAGE-predicted peak is supported by strong DNAse-seq signal. Tracks from top to bottom: RAMPAGE 5′ ends (+ strand), RAMPAGE peaks, Flybase transcript annotations, Cufflinks models, 5′-RACE products, RAMPAGE 5′ ends (- strand), DNAse-seq data for 4 stages of embryogenesis (from BDTNP).
**Figure 5.22.** *roo*-driven expression is detectable in standard RNA-seq profiles

Comparison of the temporal expression profiles obtained by RAMPAGE or by standard shotgun RNA-seq (modENCODE consortium) for genes with *roo* LTR-derived promoters. For each panel, the RAMPAGE profiles including or not the contribution from the *roo* promoter are shown side by side with the RNA-seq profile. (All the genes having such a promoter and for which the profiles with and without transposon contribution are clearly distinguishable are show). In all cases, the contribution from the transposon is very clearly reflected in the RNA-seq profile.
Figure 5.23. Expression of full-length and truncated copies of *roo* LTRs
To test whether the predicted TFBSs are required for the proper expression of *roo* LTRs, we compared the expression patterns of either full-length or truncated individual copies. To reduce the chances of mismapping reads, we excluded from this analysis all copies present on scaffolds U and Uextra or in the heterochromatic portions of any chromosome. Full-length copies are defined as those at least 420 bp long and having a RepeatMasker alignment score greater than 4,000. All copies with length at least 350 bp and score at least 2,500 were aligned to each other using MUSCLE and manually scanned for copies in which at least one of the TFBSs was deleted. For each copy, we report the total number of collapsed uniquely mapping reads. Copies with TFBS deletions display markedly reduced expression compared to full-length ones (p-value = 0.0105, one-tailed permutation test).
Figure 5.24. Raw RAMPAGE signal over 18 *roo* LTRs driving the expression of protein-coding genes is plotted as a function of the position along the LTR sequence. The coordinates are in the space of the multiple sequence alignment (see Methods).
Appendix 4: Supplementary figures for Chapter 4
Figure 5.25. Distribution of raw RAMPAGE signal over transcript annotations.
For each species, RAMPAGE reads were mapped to the appropriate genome. The raw 5’ signal was then converted to orthologous D. melanogaster coordinates using chained pairwise alignments from UCSC. Metaprofiles were constructed by summing signal intensity over Flybase r5.49 mRNA annotations.
**Figure 5.26.** Distribution of RAMPAGE peaks over transcript annotations
For each species, RAMPAGE reads were mapped to the appropriate genome and peaks called as described in Chapter 4. The peak coordinates were then converted to orthologous *D. melanogaster* coordinates using chained pairwise alignments and the liftOver tool from UCSC. Metaprofiles were constructed by summing signal intensity over Flybase r5.49 mRNA annotations.
Figure 5.27. Alternative analyses of TSC conservation.
TSC conservation was quantified as described in Chapter 4. (A) *D. simulans*-centric analysis. (B) Quantification of TSC conservation between species pairs, as opposed to subclades.
**Figure 5.28.** TSC conservation by expression quantiles

*D. melanogaster* TSCs were categorized into 5 expression quantiles based on total raw signal for the full time series. Functional conservation was assessed as described in Chapter 4. (A) Conservation of all TSCs. (B) Conservation of TSCs with syntenic alignments in all 5 species.
Figure 5.29. Evolutionary rates of gain and loss for TSCs and Twist TFBSs. See Chapter 4 for methods. Twist TFBS data from He et al. (2011).
Figure 5.30. Transposons contribute many genic TSCs
Analysis based on RepeatRunner transposons annotations by the *Drosophila* 12 genomes consortium. (A) Proportion of genic TSCs that overlap transposon annotations, plotted as a function of total genome coverage by transposon annotations. (B) Proportion of transposon-derived TSCs that drive the expression of annotated genes in each species.
Figure 5.31. Core promoter syntax evolution: Control analyses
Analyses aimed at assessing the impact of whole-genome alignment errors on relative frequencies of core promoter usage. If the D. melanogaster-centric analysis detected fewer INR and DPE1 motifs in D. pseudoobscura and D. ananassae because of alignment errors, the trends would be expected to be reversed when performing comparisons in the other direction. This was not observed, which supports the reality of the trends reported in Chapter 4. (A) Comparison of D. pseudoobscura TSCs to their D. melanogaster orthologs. (B) Comparison of D. ananassae TSCs to their D. melanogaster orthologs. (C) Direct comparison between D. pseudoobscura and D. ananassae.
Figure 5.32. Time series alignment by time-warping of gene expression profiles
Global gene expression profiles from all species were aligned to the *D. melanogaster* time series as described in Chapter 4. This figure shows the expression profiles for well-characterized developmental regulators before (A) and after (B) alignment. The time scale corresponds to the absolute *D. melanogaster* developmental time (24 hours divided into 120 units by upsampling).
Figure 5.33. Evolutionary conservation of gene expression profiles
(A) Distribution of average correlation coefficients for all orthologous genes between pairs of species. (B) Aligned expression profiles for the 2 promoters of the hunchback gene. (C) Aligned expression profiles for the Rpl19 gene.
Figure 5.34. Clustering of D. melanogaster developmental expression profiles

In order to analyze coexpression between putative lncRNA and protein-coding gene promoters, we first grouped protein-coding gene promoter expression profiles by k-means clustering (10 clusters) to define reference coexpression sets (A). We then clustered both lncRNA and protein-coding gene promoter profiles together, and extracted the lncRNA promoter profiles corresponding to each expression cluster previously defined (B).
**Figure 5.35.** Sequence conservation of *melanogaster* subgroup IncRNA TSCs

In order to assess whether IncRNA TSCs that are shared at least within the *melanogaster* subgroup are under purifying selection, we plotted *melanogaster* subgroup-specific phastCons scores over TSCs. These phastCons scores were computed by including exclusively the genomes of *melanogaster* subgroup species in the input multiple sequence alignment.


{1}.


# List of Figures

1.1 Organization of transcription at the human \textit{HoxA} locus ............................................... 11  
1.2 Eukaryotic RNA Polymerase II core promoters ................................................................. 27  
1.3 Organization and function of the \textit{D. melanogaster} \textit{eve} stripe 2 enhancer .................. 31  
1.4 Atomic structure of the IFN-\(\beta\) enhanceosome ................................................................. 32  
1.5 Evolution of wing pigmentation spots in \textit{Drosophila} ...................................................... 44  

2.1 Overview of RAMPAGE data ............................................................ 66  
2.2 Distribution of raw signal and peaks over transcript annotations ................................. 69  
2.3 Signal enrichment at annotated TSSs ................................................................................. 70  
2.4 Topological agreement between RAMPAGE and 5'-RACE ................................................ 71  
2.5 Relative transcript quantification with RAMPAGE ......................................................... 73  

3.1 Genome-wide promoter activity dynamics ........................................................................... 80  
3.2 Widespread alternative promoter usage ........................................................................... 82  
3.3 Transposon expression and co-option ............................................................................... 83  
3.4 Transposons impart their own expression specificity upon genes ................................... 86  
3.5 Core promoters and \textit{cis}-regulatory elements in \textit{roo} transposons .................................... 88  

4.1 Genome-wide patterns of promoter gain and loss ............................................................. 98  
4.2 Core promoter motifs and evolution of promoter syntax .................................................. 102  
4.3 Selective pressures on developmental patterns of gene expression ................................ 104  
4.4 Strong purifying selection on long non-coding RNA promoters ..................................... 107  

5.1 ................................................................................................................................. 119  
5.2 ........................................................................................................................................ 120  
5.3 ........................................................................................................................................ 121  
5.4 ........................................................................................................................................ 122  
5.5 ........................................................................................................................................ 123  
5.6 ........................................................................................................................................ 124  
5.7 ........................................................................................................................................ 125  
5.8 ........................................................................................................................................ 126  
5.9 ........................................................................................................................................ 127  
5.10 ........................................................................................................................................ 128  
5.11 .......................................................................................................................................... 129  
5.12 ......................................................................................................................................... 130  
5.13 .......................................................................................................................................... 131  
5.14 ......................................................................................................................................... 132  
5.15 .......................................................................................................................................... 133  
5.16 ......................................................................................................................................... 134
<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.17 PacBio sequencing data quality</td>
<td>137</td>
</tr>
<tr>
<td>5.18 Most cDNAs are full-length molecules</td>
<td>138</td>
</tr>
<tr>
<td>5.19 Correlations between alternative promoters and Quantification accuracy</td>
<td>143</td>
</tr>
<tr>
<td>5.20 Expression level transitions and Quantification accuracy</td>
<td>144</td>
</tr>
<tr>
<td>5.21 Validation of transposon-derived TSCs by 5’-RACE</td>
<td>145</td>
</tr>
<tr>
<td>5.22 roo-driven expression is detectable in standard RNA-seq profiles</td>
<td>146</td>
</tr>
<tr>
<td>5.23 Expression of full-length and truncated copies of roo LTRs</td>
<td>147</td>
</tr>
<tr>
<td>5.24 RAMPAGE signal over individual roo LTRs</td>
<td>148</td>
</tr>
<tr>
<td>5.25 Distribution or raw RAMPAGE signal over transcript annotations</td>
<td>150</td>
</tr>
<tr>
<td>5.26 Distribution or RAMPAGE peaks over transcript annotations</td>
<td>151</td>
</tr>
<tr>
<td>5.27 Alternative analyses of TSC conservation</td>
<td>152</td>
</tr>
<tr>
<td>5.28 TSC conservation by expression quantiles</td>
<td>153</td>
</tr>
<tr>
<td>5.29 Evolutionary rates of gain and loss for TSCs and Twist TFBSs</td>
<td>154</td>
</tr>
<tr>
<td>5.30 Transposons contribute many genic TSCs</td>
<td>155</td>
</tr>
<tr>
<td>5.31 Core promoter syntax evolution: Control analyses</td>
<td>156</td>
</tr>
<tr>
<td>5.32 Time series alignment by time-warping of gene expression profiles</td>
<td>157</td>
</tr>
<tr>
<td>5.33 Evolutionary conservation of gene expression profiles</td>
<td>158</td>
</tr>
<tr>
<td>5.34 Clustering of D. melanogaster developmental expression profiles</td>
<td>159</td>
</tr>
<tr>
<td>5.35 Sequence conservation of melanogaster subgroup lncRNA TSCs</td>
<td>160</td>
</tr>
</tbody>
</table>