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ABSTRACT The biological bases of learning and memory are being revealed today with a wide array of molecular approaches, most of which entail the analysis of dysfunction produced by gene disruptions. This perspective derives both from early “genetic dissections” of learning in mutant Drosophila by Seymour Benzer and colleagues and from earlier behavior-genetic analyses of learning and in Diptera by Jerry Hirsch and coworkers. Three quantitative-genetic insights derived from these latter studies serve as guiding principles for the former. First, interacting polygenes underlie complex traits. Second, complex behavioral responses will be composed of genetically distinct functional components. Thus, genetic dissection of complex traits into specific biobehavioral properties is likely. Finally, disruptions of genes involved with learning/memory are likely to have pleiotropic effects. As a result, task-relevant sensorimotor responses required for normal learning must be assessed carefully to interpret performance in learning/memory experiments. In addition, more specific conclusions will be obtained from reverse-genetic experiments, in which gene disruptions are restricted in time and/or space.

The idea that genetic differences may underlie behavioral diversity among individuals is as old as evolutionary theory. Both Charles Darwin (1) and his cousin Francis Galton (2) devoted considerable thought to this notion and its social consequences. These concepts slowly coalesced over the first half of this century into the field of behavior-genetic research, which professed four experimental goals (3): (i) “to discover whether a given behavior pattern is transmitted from generation to generation,” (ii) “to determine the number and nature of genetic factors involved in the trait,” (iii) “to locate the gene or genes on the chromosomes,” and (iv) “to determine the manner in which the genes act to produce the trait.” Thus, isolation and characterization of the individual genes underlying a particular behavior have long been an objective of this field.

Initially, these objectives were sought within the conceptual framework of bidirectional selection experiments. A behavioral response was quantified in individuals, and then high or low responders were mated amongst themselves. Over several generations, average levels of response for the “high” and “low” strains usually diverged considerably. In this manner, Tolman (4) selected for “bright” and “dull” rats based on their abilities to learn to navigate a maze for a food reward. Thus began genetic analyses of learning.

Behavior-Genetic Analysis of Polygenic Architecture

Under the intellectual guidance of Tolman and Tryon (5) at the University of California at Berkeley, Jerry Hirsch studied the extreme responses of maze-bright and maze-dull rats to elucidate theories of learning. Afterwards, Hirsch crossed paths with Dobzhansky at Columbia University (New York) and integrated his views of population genetics with those of experimental psychology (6, 7). This Hirschian view of “modern” behavior-genetic analysis is best described in the epilogue of Behavior-Genetic Analysis (8), which stands as one of the most comprehensive syntheses of the conceptual issues.

Hirsch and colleagues (9–11) pursued genetic analyses of simpler behaviors, such as phototaxis or geotaxis, in Dobzhasky’s favorite species, Drosophila. In each case, complex underlying genetic architectures were revealed. Hirsch’s ultimate interest, nonetheless, was a genetic analysis of learning. To this end, then-current claims for associative learning in Drosophila were analyzed experimentally and rejected as invalid (12, 13). In 1971, however, Margaret Nelson (14) reported what seemed to be a solid case for classical conditioning of the proboscis extension response (PER) in another Diptera, the blowfly Phormia regina. So, Hirsch and coworkers turned their attention to this species.

Bidirectional selection for “bright” and “dull” conditioning of the PER eventually produced two divergent strains (Fig. 1; refs. 15 and 17; see ref. 18 for similar experiments with fruit flies). Such slow responses to selection immediately suggested the involvement of several genes. Quantitative genetic analysis (19) of data derived from Mendelian crosses (F1, F2, and backcrosses) between the bright and dull strains subsequently yielded an estimate of more than four “segregating units” contributing to individual differences in performance (15). This necessarily was an underestimate of the number of genes involved, because individuals from an F2 population represented a limited number of recombination events among relevant gene loci.

A more comprehensive quantitative genetic analysis (20) also revealed the presence of digenic epistasis among the underlying genes (21). Such nonadditive interactions are notoriously difficult to detect, however (22), so further “neoclassical” crosses between the bright and dull strains were bred. As expected, such data revealed additional epistatic interactions (Table 1). In general, gene interaction (epistasis) seems to be the rule rather than the exception for genes involved with complex traits.

Abbreviations: PER, proboscis extension response; H and L, high and low sensitization strain, respectively; LRN, newly acquired information; STM, short-term memory; MTM, middle-term memory; ARM, anesthesia-resistant memory; LTM, long-term memory; CS, chemosensory stimulus; US, sucrose stimulus; PKA, protein kinase A.
Allelic variants had been identified. Suggested that a single gene, with two naturally occurring codominant, and (Table 1; ref. 25). Such a simple genetic architecture strongly revealed that the “high” and “low” sensitization alleles were repeatedly yielded estimates of just one segregating unit, (ii) failed to detect any epistatic interactions (Table 1; ref. 25). Such a simple genetic architecture strongly suggested that a single gene, with two naturally occurring allelic variants, had been identified.

With this insight, it became obvious that the selected high (H) and low (L) sensitization strains and F1 progeny were composed entirely of individuals either homozgous (HH or LL) or heterozygous (HL) for the “sensitization” gene. Could individuals of these three genotypes be identified unambiguously from their behavioral scores? No. In fact, the three distributions of individual sensitization scores overlapped considerably (Fig. 2). Thus, an individual easily could have been genotypically misclassified by its sensitization score.

More generally, such a high degree of variability in phenotypic scores among individuals of the same genotype is a hallmark of behavioral measures. This likely reflects the fact that many genetic and epigenetic (prenatal, nutritional, experiential, experimental, etc.) factors and their interactions define the emergent properties of complex biological functions like behavior. More practically, the presence of so much

### Table 1. Genetic architecture for classical conditioning (simple or complex models) and sensitization of the PER

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Classical Conditioning</th>
<th>Simple Conditioning</th>
<th>Sensitization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Complex</td>
<td>Simple</td>
<td></td>
</tr>
<tr>
<td>Mid</td>
<td>40.7 ± 2.5</td>
<td>34.2 ± 0.8</td>
<td>47.4 ± 0.7</td>
</tr>
<tr>
<td>a</td>
<td>22.4 ± 1.1</td>
<td>22.5 ± 1.1</td>
<td>a</td>
</tr>
<tr>
<td>d</td>
<td>39.3 ± 5.6</td>
<td>61.9 ± 13.8</td>
<td>d</td>
</tr>
<tr>
<td>a X a</td>
<td>—</td>
<td>15.8 ± 5.7</td>
<td>a X a</td>
</tr>
<tr>
<td>a X d</td>
<td>—</td>
<td>—</td>
<td>a X d</td>
</tr>
<tr>
<td>d X d</td>
<td>—</td>
<td>—</td>
<td>d X d</td>
</tr>
<tr>
<td>a X a X a</td>
<td>—</td>
<td>—</td>
<td>a X a X a</td>
</tr>
<tr>
<td>a X d X a</td>
<td>—</td>
<td>—</td>
<td>a X d X a</td>
</tr>
<tr>
<td>d X a X a</td>
<td>—</td>
<td>—</td>
<td>d X a X a</td>
</tr>
<tr>
<td>Sex</td>
<td>—</td>
<td>—</td>
<td>Sex</td>
</tr>
<tr>
<td></td>
<td>1.9 ± 0.5</td>
<td>—</td>
<td>8.2 ± 1.8</td>
</tr>
</tbody>
</table>

The genetic parameters estimated are as follows: Mid, midparent value between high and low strains; a, additive value; d, dominance value; a_m, additive maternal value; d_m, dominance maternal value; a_x, X-linked additive value; d_x, X-linked dominance value; sex, sex-limited effect; a_a, a_d, etc., two-way epistatic interactions among additive or dominance values.

One exception to this rule was discovered, however, for a simpler, nonassociative form of learning—sensitization of the PER. Asymptotic levels of responses to bidirectional selection were obtained in either one (Fig. 1; ref. 16) or two (23) generations (see ref. 24 for similar experiments in fruit flies). Subsequent quantitative-genetic analyses of data from Mendelian crosses between the high and low sensitization strains (i) repeatedly yielded estimates of just one segregating unit, (ii) revealed that the “high” and “low” sensitization alleles were codominant, and (iii) failed to detect any epistatic interactions (Table 1; ref. 25). Such a simple genetic architecture strongly suggested that a single gene, with two naturally occurring allelic variants, had been identified.
behavioral variability dictates that a "genotypic value" (for HH, LL or HL flies, for instance) can be estimated accurately only by averaging the scores from many individuals of a given genotype (19).

Bidirectional selection for extreme response levels can reveal functional components of behavior. For sucrose-induced sensitization of the PER, for instance (see Fig. 1B), selection for high levels of response also produced an increase in general, baseline responsiveness to water and revealed a form of water-induced sensitization (26). In the high sensitization strain, baseline responsiveness combined with sucrose-induced sensitization to produce more frequent PER responses, while water-induced sensitization was occluded by sucrose-induced sensitization. Thus, both additive and nonadditive components of behavior were identified.

Since sensitization and associative (excitatory) learning both led to increases in PERs, it seemed possible that sensitization might represent a functional component of classical conditioning. Indeed, cellular and biochemical analyses of sensitization and classical conditioning of the gill-withdrawal reflex of the marine mollusk, Aplysia californica, had suggested that both forms of learning share underlying mechanistic components (27). Consistent with this notion, the bright and dull learning strains displayed higher and lower average sensitization scores, respectively, and a similar relation between sensitization and learning was observed in the high and low sensitization strains (28, 29). Moreover, the correlation between sensitization and learning scores was 0.51 among individuals of the unselected, "wild-type" strain.

From a genetic perspective, this sensitization-learning correlation might have arisen by chance—because separate genes for sensitization and learning were linked and/or individuals in the unselected or selected strains were chosen nonrandomly for breeding. Alternatively, the two behaviors might have been correlated as a result of pleiotropy: the same gene(s) were involved with both biological functions. These alternative explanations were resolved experimentally by determining the sensitization-learning correlation among individuals in the F2 generation of a cross between the high and low sensitization strains (28). In these animals, putatively separate gene correlates of sensitization and learning would recombine and assort independently, thereby diminishing the phenotypic correlation. Alternatively, if the same set of genes underlay both sensitization and learning, the phenotypic correlation among F2 individuals would persist. The latter outcome was obtained for sensitization and classical conditioning of the PER; the correlation remained at 0.55 in the F2 population (28). Thus, the single gene involved with sensitization appeared to have a pleiotropic effect on associative learning.

A noteworthy counterexample exists. Rosenzweig et al. (30) measured a difference in brain acetylcholine levels between Tolman’s maze-bright and maze-dull rats (4), thereby provoking the conclusion that differences in learning ability were caused by differences in this neurotransmitter's levels. The acetylcholine-learning correlation disappeared, however, in the F2 generation of a cross between the maze-bright and maze-dull rats (31).

This experimental strategy to identify genes involved with learning in blowflies has met C. S. Hall's goals (3) only marginally. A bidirectional response to selection for conditioning of the PER certainly indicated that extreme levels of behavior could be inherited (goal 1). Further breeding studies, such as hybrid crosses between the bright- and dull-learning lines, provided a crude description of the "genetic architecture" underlying conditioned PER responses but failed to resolve the contributions of individual genes (goal 2). In the absence of such knowledge, efforts to map the genes (goal 3) or to determine their biological functions (goal 4) were not possible. Even in the genetically simpler case of sensitization, where only one gene with codominant alleles was detected, mapping the locus first would require the identification of molecular, morphological or cytological markers. The task then would prove daunting because of the overlapping phenotypic scores associated with each genotype (see Fig. 2).

As a top-down approach, quantitative-genetic analysis generally is limited in three ways. First, bidirectional selection for extreme behavioral responses accumulates "high" or "low" alleles across all the relevant gene loci. As a result, only the "net effects" of gene action, averaged over all the loci, can be estimated. An important consequence of this limitation is that opposing effects at individual loci can average out across all loci to yield a net effect of zero. When such "silent" genetic effects are ignored in the analysis, they can bias to an unknown degree estimates of the detectable genetic effects.

Second, naturally occurring alleles tend to effect a gene's function only mildly. Alleles with more severe effects on gene function are much less frequent, primarily because they act to reduce the fitness of individuals that inherit them. Consequently, these severe alleles are selected against in most "wild-type" populations. The more prevalent mild alleles yield a weak signal-to-noise ratio in quantitative-genetic analyses.

Third, the quantitative-genetic method only can detect genes with naturally occurring allelic variation (i.e., with two or more alleles) in the foundation population. Evolutionary geneticists have outlined scenarios in which pleiotropic or epistatic effects or heterogeneous selection pressures can lead to balanced polymorphisms, thereby maintaining allelic variation for some genes. These are the genes on which bidirectional selection works. Selection pressures also can act directionally, however, leading to the elimination of all but the "best" allele at some gene loci. These "fixed" genes will not contribute to bidirectional selection and, thus, are undetectable in quantitative-genetic analyses. Such "silent" genes nevertheless may interact epistatically with other genes involved with the trait, again producing inaccurate estimates of the underlying genetic architecture.

Net effects, poor signal-to-noise ratio, and the likely presence of silent genes all served to limit this top-down approach's ability to resolve the genetic bases of complex traits. Nevertheless, the method has yielded important facts and concepts about learning. Bidirectional selection worked, thereby demonstrating a genetic basis for behavioral plasticity. Analyses of hybrid crosses suggested that sensitization and classical conditioning of the PER were mechanistically related but that each possessed different genetic architectures. Selection for extreme levels of PER revealed subtler aspects of PER, giving rise to the notion of component behaviors.

**Genetic Dissection A La Single-Gene Mutants**

Seymour Benzer at CalTech (Pasadena, CA) stepped into this gestalt of behavior-genetic analysis with a new idea: A more complete "genetic dissection" of behavior might be achieved by using chemical mutagens to disrupt single genes (see ref. 32 for a history). Mutant strains composed of individuals all carrying the same single-gene mutation then could be screened for abnormal behaviors (33). This "bottom-up" approach solved each of the three limitations of the quantitative-genetic method just mentioned. (i) The effects on a particular trait of single-gene mutations could be quantified one at a time. Even specific epistatic interactions were quantifiable by breeding defined (chemical) double-mutant combinations. (ii) The (chemical) mutagenesis was able to generate strong mutations, thereby improving the signal-to-noise ratio. (iii) All genes involved with a trait—either fixed or polymorphic in the parental strain—could be identified, since the mutations were created at random. A drawback of this approach, however, was its dependence on the availability of fairly sophisticated genetic tools (i.e., morphological or cytological markers, balancer chromosomes) with which to isolate single-gene mutations.
For such behavior-genetic analyses, the fruit fly *Drosophila melanogaster* seemed the obvious choice.

Benzer (34) initiated this experimental approach with a screen for single-gene mutations affecting phototaxis using a countercurrent apparatus that permitted the mass screening of hundreds of flies at a time. After this initial success, the countercurrent apparatus was modified to associate electroshock with an odor cue. This instrumental conditioning QHB procedure constituted the first valid claim for associative learning in *Drosophila* and again capitalized on the notion of screening flies en masse (35–37). Finally, a Pavlovian conditioning procedure was developed to manipulate better the odor and shock presentations and to allow direct comparisons of the behavioral properties of associative learning among *Drosophila* and other vertebrate and invertebrate species (38). The Pavlovian procedure yielded strong conditioned odor avoidance responses immediately after training and, consequently, robust memory retention lasting (i) up to 1 day after one training session, (ii) up to 4 days after 10 massed training sessions, or (iii) at least 1 week after 10 spaced training sessions (Fig. 3; refs. 37 and 38). Spaced training-induced week-long memory was subsequently suppressed by an inhibitor of protein synthesis (cycloheximide), thereby suggesting that the biochemistry of long-term memory formation in fruit flies was similar to that observed in other animal species (39).

To date, 10 genes have been identified from four separate mutant screens for abnormal olfactory learning. The first three mutageneses used the chemical mutagen, ethylmethanesulfonate, while the fourth was accomplished via P element transposition (40–45). Mutant dunce flies were obtained at CalTech, and rutabaga, radish, turnip, and cabbage mutants were found at Princeton University (Princeton, NJ), in screens for learning mutants using the QHB procedure (40, 46–49). Mutant amnesiac flies were identified at Princeton University.

Massed training (10
\*3) massed) consisted of 10 of these training sessions one after the other. Spaced training (10
\*3 spaced) consisted of 10 training sessions with a 15-min rest interval between each session. Conditioned odor avoidance responses were tested at various times after training by transferring the flies to the choice-point of a T-maze, where they were exposed to convergent currents of air carrying the odors used during training. Odor concentrations were adjusted for these conditioning experiments so that untrained flies distributed themselves 50:50. At most retention times after training, however, a majority of flies avoided the shock-paired odor. For a complete experiment, a second group of 100 flies was trained to the reciprocal odor combination. The performance index was an average of reciprocally trained groups and was calculated to be zero if flies distributed themselves 50:50 or 100 if all flies avoided the shock-paired odor. (Data from ref. 37; also see ref. 38 for more procedural details.)

![Fig. 3. Memory retention after Pavlovian olfactory learning in fruit flies. During one training session (1×), about 100 flies were exposed sequentially to two odors (CSs) piped through the training chamber on air currents. During the first odor presentation, but not during the second, flies received 12 1-s pulses of footshock (US). Massed training (10× massed) consisted of 10 of these training sessions one after the other. Spaced training (10× spaced) consisted of 10 training sessions with a 15-min rest interval between each session. Conditioned odor avoidance responses were tested at various times after training by transferring the flies to the choice-point of a T-maze, where they were exposed to convergent currents of air carrying the odors used during training. Odor concentrations were adjusted for these conditioning experiments so that untrained flies distributed themselves 50:50. At most retention times after training, however, a majority of flies avoided the shock-paired odor. For a complete experiment, a second group of 100 flies was trained to the reciprocal odor combination. The performance index was an average of reciprocally trained groups and was calculated to be zero if flies distributed themselves 50:50 or 100 if all flies avoided the shock-paired odor. (Data from ref. 37; also see ref. 38 for more procedural details.]

![Fig. 4. Information processing during memory formation after Pavlovian olfactory learning. Newly acquired information (LRN) first is processed sequentially through short-term memory (STM) and middle-term memory (MTM) phases. Then information processing branches into two functionally independent phases: anesthesiareistant memory (ARM) and long-term memory (LTM). Massed training induces LRN, STM, MTM, and ARM, whereas spaced training induces LTM along with similar amounts of LRN, STM, MTM, and ARM. Different single-gene mutants (latheo, linotte, golovan, and white) disrupt this process at different steps. Notably, the radish mutation disrupts ARM without affecting LTM, and the protein synthesis inhibitor cycloheximide (CXM) or inducible dominant-negative CREB transgenes (dCreb2-b) disrupt LTM without affecting any other aspect of learning or memory. Thus, ARM and LTM appear to be functionally independent, parallel memory phases. (Data from ref. 37.]

in a screen for abnormal memory retention after training with a modification (extended training) of the QHB procedure (42). Mutant latheo, linotte, nalyot, and golovan flies were isolated at Brandeis University (Waltham, MA) in a screen for abnormal memory retention after training with the Pavlovian procedure (refs. 45 and 50; unpublished data).

Learning and memory scores after Pavlovian training have been quantified for each of these mutants (refs. 37, 38, 45, and 50–52; unpublished data). Comparisons of the memory decay curves among these mutant and wild-type (parental) flies have suggested that newly acquired information can be processed through five successive temporal phases (Fig. 4): LRN, STM, MTM, ARM, and LTM. The primary effects of mutations in (i) latheo or linotte, (ii) dunce or rutabaga, (iii) amnesiac, or (iv) radish are disruptions of LRN, STM, MTM, and ARM, respectively—with secondary effects on any “downstream” memory phases. Memory formation in radish mutants revealed an interesting exception, however. ARM was disrupted, but LTM formed normally. Thus, analysis of this mutant strain revealed an important genetic dissection of the underlying biology of memory formation: ARM and LTM are parallel memories that exist independently of each other.

An example of memory retention curves is shown in Fig. 5A for homozygous dunceM11 mutants and their parental (wild-type) strain. These data show clearly that the dunceM11 mutation disrupts both learning and memory. The mean scores of wild-type and mutant flies accurately estimate their respective genotypic values for two reasons. First, flies heterozygous for the dunceM11 X chromosome were backcrossed repeatedly (at least five generations) to wild-type flies, thereby “equilibrating” allelic frequencies at all other relevant gene loci in the heterogeneous “genetic background.” (For dunce and other ethylmethane sulfonate-induced point mutations, this equilibration of genetic background was accomplished only for unlinked loci. For transposon-tagged mutations, such as latheo, linotte, golovan, and nalyot, equilibration included all linked loci.) Second, each mean score was calculated from a minimum of 1200 individuals (see Fig. 3 legend), which ensures statistically similar samplings of the genetic background for each genotype. With genotypic values appropriately estimated in this manner, the difference between mean scores of wild-type and mutant flies represents a quantitative assessment of the “average effect” of the dunceM11 mutation in homozygous flies.

Biochemically, the dunceM11 mutation is known to be amorphic (51). Thus, Fig. 5A serves to illustrate an additional generality concerning single-gene mutant analysis: it is possible to obtain viable adults that still show some associative learning or memory, even though they are homozygous for a complete loss-of-function mutation in one of the underlying
genes. From a genetic perspective, this implies a certain “redundancy” or parallel processing. These concepts themselves imply that more than one gene is involved with associative learning/memory—that the trait is polygenic. Importantly, hypomorphic mutations of dnc also yield partial (quantitative) defects in associative learning (52). Thus, knowledge of the biochemical function of a mutant gene product is necessary for proper interpretation of its average effect on learning/memory.

That associative learning has a polygenic basis also can be demonstrated with the single-gene mutant approach. Fig. 5B depicts the learning scores for wild-type flies, dncM11 or rutabaga1 homozygotes, and dncM11 rutabaga1 double mutants (38). The rutabaga1 mutation also is known to be amorphic (53); thus viable adults are possible even from flies homozygous for two loss-of-function mutations in underlying genes! The average effect is greater for the double-mutant genotype than for either single-gene genotype, thereby revealing the cumulative (quantitative) effects of more than one gene on learning.

Because of the genetic tools available in Drosophila, biochemical deficiencies were identified first for dunc and rutabaga mutants (46, 47). The biochemical defects then led to the molecular cloning of these genes, which confirmed the former to be a cAMP-specific phosphodiesterase and the latter to be an adenylyl cyclase (53, 54). Since the original dunc and rutabaga mutants were isolated independently in a screen for olfactory learning defects, these convergent molecular/biochemical data strongly implicated a role for the cAMP second messenger pathway in associative learning/memory—a conclusion also obtained from experiments on Aplysia (55).

The discovery that the cAMP second messenger system was involved with olfactory learning in fruit flies launched more focused studies of genes known to encode other components of the pathway. In many cellular systems, adenylyl cyclase is stimulated or inhibited via a GTP-binding protein (G, or Gi, respectively), which itself is activated by the interaction of extracellular signals with cell-surface receptors (56). In fact, coincident activation of adenylyl cyclase by G, and calcium is considered a possible molecular mechanism for associative learning (57). Consistent with this view, we recently have expressed in reverse-genetic fashion a mutant, constitutively activated G, in otherwise normal flies and have observed a complete abolition of olfactory learning (J. B. Connolly, I. J. H. Roberts, K. Kaiser, M. Forte, T. T., and C. J. O’Kane, unpublished work).

Mutations in a cAMP-dependent protein kinase A (PKA) or one of its regulatory subunits (RI) also disrupt olfactory learning (refs. 58 and 59; S. F. Goodwin, M. Del Vecchio, S. R. H. Russell, C. Hogel, T. T., and K. Kaiser, unpublished work). The earliest and clearest indication that PKA was involved in olfactory learning, however, was derived from reverse-genetic experiments, in which endogenous PKA activity was inhibited via transgenic expression of an inhibitor peptide (or from transgenic overexpression of a catalytic subunit or a mammalian RII regulatory subunit; ref. 60).

Importantly, this experiment demonstrated the value of inducible transgenes to the study of learning and memory. Otherwise normal (wild-type) flies were raised to adulthood in the absence of appreciable transgenic expression. Expression of the transgene then was induced just a few hours before training by subjecting the flies to a heat-shock (37°C for 1 hr). In the absence of any heat shock treatment, these transgenic flies showed normal olfactory learning/memory. After heat-shock, in contrast, learning and memory were disrupted—indicating that maldevelopment was not responsible for the adult learning defect and, alternatively, that PKA functioned in the adult during the learning/memory process.

In the Aplysia model system, a cytoplasmic target of cAMP-activated PKA is a potassium channel. Phosphorylation closes this K channel, thereby extending the time required for the neuron to repolarize after generating an action potential (55). Again, the parallel. Flies homozygous for a mutation in the Shaker gene, which is known to encode a potassium channel (61), show olfactory learning/memory deficits (62).

In other cell biological systems, the CREB transcription factor is known to be a nuclear target of activated PKA (63). Up-regulation of the cAMP pathway leads to a translocation of PKA into the nucleus and phosphorylation of CREB (64–66). Phosphorylated-CREB then regulates a cascade of downstream genes, which is correlated with a synaptic growth process that may contribute to facilitated synaptic transmission (66–69). Thus, CREB appears to occupy a key step in the cAMP pathway, regulating the synthesis of proteins required for long-term synaptic plasticity (see above).

To test this notion at the behavioral level, a fly homolog of rat CREB was cloned (70). This dCREB2 gene was alternatively spliced into several isoforms, one of which was shown in cell culture to act as an activator of CRE-mediated gene transcription, the other of which was shown to act as a repressor of the activator. Again in reverse-genetic fashion, strains of flies carrying inducible transgenes encoding either the CREB-a activator or the CREB-b repressor then were bred (71, 72).

In the absence of heat-shock, adults from these transgenic flies showed normal LTM (7-day memory) after spaced training and a normal lack of LTM after only one training session...
LTM formation (73). In normal flies, this switch is balanced and appears to act as a "molecular switch" for the induction of LTM fabricated during Pavlovian experiments. Thus, CREB transgenes, as were the flies' responses to the odors and footshock used in the Pavlovian experiments. Thus, CREB appears to act as a "molecular switch" for the induction of LTM formation (73). In normal flies, this switch is balanced between "on" and "off," acting as an information filter to induce LTM only after repeated, spaced training sessions. In induced CREB-a flies, the switch is forced on, producing LTM after only one training session. In induced CREB-b flies, the switch is forced off, preventing the formation of LTM even after multiple spaced training sessions. This combination of forward- and reverse-genetic experiments constitutes a rather persuasive argument in favor of a role for cAMP signaling during associative learning and memory formation.

Conclusions

Without question, our understanding of the biological organization of learning and memory and of the biochemical action of underlying genes has improved significantly from analyses of single-gene mutants in fruit flies. This paradigmatic shift in the analysis of learning/memory, which now includes gene disruptions in mice (see ref. 74), benefits nevertheless from insights gained from earlier behavior-genetic analyses. These latter studies showed repeatedly that many interacting genes contribute to behavioral traits and that naturally occurring alleles usually produce only mild effects.

Why is this the general rule (to which, of course, there are exceptions)? First, gene interaction obtains because behavior emerges at the most complex level of biological organization. Learning, moreover, is even more complex, since it is an unobservable "metabehavior" that serves to organize and tailor behavioral responses of individuals. In this high-level biological context, genes involved with many developmental and cellular processes interact to produce a plastic nervous system. Second, due to the presence of gene interaction, mild allelic variation at some of these interacting gene loci is likely to produce enormous effects on behavioral variation. In contrast, severe mutations are likely to ramify widely to reduce viability. Hence, their absence from the "normal" genotypic variability among wild-type individuals. This process is likely to explain why many homozygous single-gene mutants that disrupt learning/memory tend to accumulate changes in their genetic backgrounds over generations of free mating that ameliorate the severity of their behavioral deficits (cf. ref. 50).

The success of genetic dissection with single-gene mutants lies primarily in the creation of strong alleles via chemical or transposon mutagenesis (or targeted gene disruption), thereby increasing the signal of a particular gene amongst the noise of other polygenic contributions. In addition, mutagenesis creates lesions at gene loci that may not have been polymorphic in the (any) natural population. Strict control of breeding in laboratory strains then permits the maintenance of these severe mutations in spite of their potential effects on viability.

With increased signal-to-noise in a polygenic background, the effects of single-gene mutations can be studied at any level of biological organization. Since animals of known genotype (for the locus under study) are bred systematically, the experimenter can infer "logical causation" about the differential effects between mutant and wild-type alleles. In addition, when experiments are designed to study different functions of the same gene (molecular, biochemical, cellular, anatomical, behavioral), the systematic manipulation of genotype allows an integration of gene action across levels of biological organization.

Single-gene mutant analysis can be informative, however, only when pursued within the framework of interacting polygenes. Quantitative assessments of mutant versus wild-type flies, for instance, are accurate only after equilibration of genetic backgrounds (allelic variation among polygenes) in the two strains. If the genetic background is heterogenic, then the difference between mean scores of the two strains will represent the average effect of the mutant genotype. If the genetic background is inbred (or isogenic) equilibration is not necessary—but the mutant genotype will be quantified in only...
one possible polygenic milieu. The resulting difference between mean scores of mutant and wild-type strains, then does not constitute an average effect.

Single-gene mutant analyses of learning frequently have uncovered pleiotropic effects. Mutant dunce females, for instance, are sterile (46), and dunce mutants are extremely inviable if dunce+ is not supplied maternally (75). Observations such as these, in fact, should be expected when dealing with an underlying architecture of interacting polygenes. Moreover, they suggest that behavior-specific genes may be quite rare (see ref. 76).

Because many genes likely are to be involved in both development and adult function, reverse-genetic approaches represent a significant advance in behavior-genetic research. Restricting the expression of a linotte+ transgene to just 3 hr before training, for instance, nevertheless yielded full “rescue” of the mutant learning/memory defect in linotte mutants (77). Thus, maldevelopment was not responsible for the learning defect in mutant adults. Conversely, restricting the expression of a mutant Gs protein to the mushroom body brain anatomical region was sufficient to disrupt olfactory learning completely (J. B. Connolly, I. J. H. Roberts, K. Kaiser, M. Forte, T. T., and C. J. O’Kane, unpublished work). Thus, G protein-mediated signaling only in this specific region of the brain was required for normal olfactory learning.

Since learning is a metahabilitation that only can be defined by what it is not, the potential for pleiotropic effects further demands the design of task-relevant measures (controls) for the sensorimotor responses upon which associative learning depends. For both the linotte rescue and mutant Gs experiments, for instance, naive responses to odors and footshock were shown to be normal. In this manner, valid and specific conclusions can be drawn from experimental manipulations of genes involved with learning and memory.

The top-down approach of behavior-genetic analysis revealed another important concept: Complex traits can be composed of genetically distinct component functions. This perspective fueled the discovery of component responses in sensitization experiments on blowflies and of component memory phases in olfactory learning experiments on fruit flies. In both cases, some functional components were found to be independent of, and some dependent on, other components. This reveals the biological organization of behavior.

The bottom-up approach to the study of learning and memory is grounded in the experimental power of modern molecular biology. At its conceptual heart is the iterative and integrative study of biologically meaningful units (gene products) at multiple levels of biological organization. When applied thoughtfully from an enlightened view of gene action, genetic dissection will continue to resolve the biobehavioral organization of learning and memory (and other behaviors) in spite of their complexity.
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