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ABSTRACT Cell fusion, a process that merges two or more cells into one, is required for normal development and has been explored as a tool for stem cell therapy. It has also been proposed that cell fusion causes cancer and contributes to its progression. These functions rely on a poorly understood ability of cell fusion to create new cell types. We suggest that this ability can be understood by considering cells as attractor networks whose basic property is to adopt a set of distinct, stable, self-maintaining states called attractors. According to this view, fusion of two cell types is a collision of two networks that have adopted distinct attractors. To learn how these networks reach a consensus, we model cell fusion computationally. To do so, we simulate patterns of gene activities using a formalism developed to simulate patterns of memory in neural networks. We find that the hybrid networks can assume attractors that are unrelated to parental attractors, implying that cell fusion can create new cell types by nearly instantaneously moving cells between attractors. We also show that hybrid networks are prone to assume spurious attractors, which are emergent and sporadic network states. This finding means that cell fusion can produce abnormal cell types, including cancerous types, by placing cells into normally inaccessible spurious states. Finally, we suggest that the problem of colliding networks has general significance in many processes represented by attractor networks, including biological, social, and political phenomena.

INTRODUCTION

Cell fusion is a process that combines two or more cells into one (1,2). The resulting cells are called heterokaryons (containing different nuclei) or, if the cells multiply, hybrids. Cell fusion has diverse functions, both as a physiological process and as a tool in therapy and research: it is required for normal development (2), has been implicated in cancer (3–5), and has been explored for stem cell therapy (6,7). For example, fusion of a sperm to an egg creates a hybrid that produces all cell types of our body (2); fusion of myoblasts produces skeletal muscles (8); fusion of monocytes creates osteoclasts, the cells that remodel bones (9); and fusion of macrophages, which is a part of the immune response, results in foreign-body giant cells (10). At the onset of human pregnancy, fusion of trophoblasts creates the syncytiotrophoblast, a giant cell that serves as the interface between the fetus and the mother and secretes a set of hormones, including chorionic gonadotropin, which is detected by pregnancy tests (11). Finally, fusion between circulating stem cells and resident cells of some organs can yield progenitor-like cells that can repopulate damaged tissues, a phenomenon that has been explored with a view to producing progenitors for stem cell therapy (see previous reviews (6,7,12).

These functions of cell fusion rely on its poorly understood ability to create new cell types. The potential danger of this ability may explain why cell fusion in the body is tightly controlled and is restricted only to certain cell types. For example, sperm fuses only to the egg, muscle precursors do not fuse to epithelial cells and epithelial cells do not fuse to each other (1,2). However, this regulation can be bypassed by molecules capable of fusing cell membranes (13). For example, viral fusogenic proteins function by fusing the viral envelope to the cell membrane, thus injecting the viral content into the target cell. Because these proteins can also fuse membranes of neighboring cells (13), infections with some viruses, such as herpes virus, measles, or HIV, are accompanied by accidental, indiscriminate cell fusion (4,14). The fate of the resulting cells is unknown.

We and others have proposed that accidental cell fusion can cause cancer and its progression (see previous reviews (4,5,15–17)). This model is based on several observations: 1), multinucleated tumor cells, whose origin is unknown, are common in cancers and precancerous lesions; 2), fusogenic proteins are often expressed in common cancers; 3), cell fusion causes conditions characteristic for cancer cells, such as chromosomal instability and epigenetic plasticity; 4), cell fusion can create new cell types or produce dedifferentiated cells; 5), fusion between cancerous and host cells has been demonstrated in experimental models of cancer; and 6), fusion of nontumorigenic cells can produce hybrids that form tumors in experimental animals.

Finally, a common trait of cancer cells and cell hybrids is the diversity of abnormal cell types and the heterogeneity of their populations (3–5). The phenotypic diversity of cancer cells is such that even experienced pathologists can disagree on identifying a particular cancer cell type (18), and the underlying molecular diversity has led to the view that each individual cancer is unique and thus requires personalized therapy (19). Genome-wide gene expression studies
show that each cell hybrid is also unique (20–29). Some of this diversity can be ascribed to chromosomal instability, which is common in hybrids (4,30), but heterokaryons and hybrids that have stable chromosome complements also have unique gene expression patterns (23,31).

How does cell fusion produce new cell types? Cell fusion may combine properties of parental cells, thus creating a combination that is not found in other cell types. For example, hybridomas combine the ability of lymphocytes to produce a specific antibody with the ability of myeloma cells to proliferate indefinitely. Likewise, metastatic cells were proposed to arise by fusion of premalignant cells, which proliferate freely but do not spread, to cells that travel freely in the body, such as macrophages or circulating stem cells (5,15,32). However, simple blending of properties is limited to fusion of closely related cell types (33) and does not explain how heterokaryons or hybrids acquire emergent properties (34). For example, in a mouse model of liver damage, fusion of bone-marrow-derived cells to hepatocytes produced cells that express a set of genes normally active in neuronal cells (34). Moreover, fusion of distinct cell types usually yields cells that fail to express cell-type-specific genes of each of the parents but retain expression of the housekeeping genes, a phenomenon called extinction (29,31,33,35). The mechanisms of extinction are largely unknown, and the functional properties of the resulting cells, which are of particular interest because the lack of a normal cell type identity is a common feature of cancerous cells, are poorly understood (35). The current view is that properties of hybrids are a result of interaction among a small set of parental cell-type-specific transcriptional regulators that somehow cancel each other (35).

We thought that the consequences of cell fusion could be understood better by considering the model of cells as attractor networks (36–38). A basic property of these networks is that they adopt a set of discreet, stable, and self-maintaining states called attractors. For example, a human cell is a network that interrelates tens of thousands of genes and an even larger inventory of their products, which implies an astronomical number of possible network configurations. However, each cell normally adopts only one of ~400 stable states, known as cell types (39).

The attractor model is often visualized by comparing a cell to a ball that rolls on a virtual landscape whose points represent all states that the cell can adopt (40). Once the ball rolls into a basin, it settles at the bottom, which is an attractor that corresponds to a cell type. According to this model, the number of attractors that the cellular network can adopt determines the number of existing cell types. Because a perturbed network returns to its attractor unless it is moved beyond the edge of the attractor’s basin, the attractor model can explain why a differentiated cell retains its cell type despite perturbations and noise. The model also explains why switching a differentiated cell from one cell type to another is difficult, as this transition would require removing the cell from its current basin and transferring it to the desired basin across a hilly landscape that is filled with unrelated basins (38,40,41).

If cell types are network attractors, then understanding the consequences of fusing cells requires an understanding of the consequences of fusing attractor networks. Therefore, in this study, we represent cell types as attractors of artificial neural networks and model their fusion computationally. We find that hybrid networks can assume a new attractor state that is unrelated to either of the parental attractors and often has abnormal properties. Our findings explain how hybrids can acquire emergent properties and why properties specific to the parental cell types could be extinguished. Our findings also imply that even fusion of normal cells is prone to produce diverse abnormal hybrids with virtually unpredictable properties.

METHODS

Description of the model

To model the intracellular regulatory network, we use time-dependent network equations similar to the continuous Hopfield model (42). The equations describe the levels of expression of a set of genes. The levels of expression are defined by the concentration of gene products in the cell contained in variables $x_i$, where $i$ is the gene number. Variable $x_i$ is shown in Figs. 1–3 by colored square arrays. This variable defines the deviation of concentration of products of gene number $i$ from the basal level observed in the absence of all other genes. Red, green, and white pixels in Fig. 1B correspond to the values of variable $x$ equal to $1$, $-1$, and $0$ respectively. The gene products are assumed to be created at the rate described by variable $u_i$ and eliminated with time constant $\tau$. The equation describing the dynamics of gene expression is therefore

$$ \frac{dx_i}{dt} = u_i - x_i, \quad (1) $$

The rate of gene-product creation is related to the concentration of other products by the network interaction matrix, $u_i = F(\sum W_{ij}x_j)$. Here, $F(a)$ is a nonlinear function that relates the rate of gene production to the concentrations of other gene products. We use the nonlinear function frequently employed in neural networks that form sparse representations (43,44). We assumed that $F(a) = \tanh(a + \theta)$ for $a \geq \theta$, $F(a) = \tanh(a - \theta)$ for $a \leq -\theta$, and zero otherwise ($\lambda = 0.1$, $\theta = 0.5$). This function has an interval of inputs within which it is zero. This property makes it possible for some genes to remain inactive, which means that gene activities are sparse (43,44). The function also saturates at large positive and negative values of input. We used $\theta = 0.5$ and $\lambda = 0.1$ in our simulations. However, we have verified that similar results can be obtained if these parameters and function $F$ are reduced by up to 50%, which implies that our conclusions are robust with respect to the choice of parameters.

The network weight matrix contains information about the patterns of gene activities in embedded cell types:

$$ W_{ij} = \frac{\xi_i^c \xi_j^c}{N^c}, \quad (2) $$

Here, $\xi_i^c$ is the gene activity pattern corresponding to cell type number $c$, $N^c$ is the number of nonzero pixels in this pattern, and the sum is assumed over 90 embedded cell types. This expression is similar to the standard form used in the Hopfield model (45), with the normalization dependent on the number of active genes. The patterns were generated from a library of black
and white $48 \times 48$ icons $b_i' = 0.1$ modulated by random white-noise patterns $w_i' = \pm 1$ through $\xi_i = b_i' w_i'$. We use a set of recognizable icons $b_i = 0.1$ for illustration purposes. All patterns were downloaded from an internet database of black and white computer icons. The complete set of icons used in our simulations is presented in the Supporting Material.

**Lyapunov function**

By introducing a variable that could be viewed as the activity of the promoter of gene $i$, $a_i = \sum_j W_{ij} u_j$, we can rewrite Eq. 1 as

$$\tau \frac{da_i}{dt} = \sum_j W_{ij} u_j - a_i, \quad (3)$$

with the additional constraint $u_i = F(a_i)$. Equation 3 maps our dynamic model to the continuous Hopfield model (42). The role of energy in this equation is played by the Lyapunov function:

$$L(\bar{u}) = -\frac{1}{2} \sum u_i W_{ij} u_j + \sum C(u_i). \quad (4)$$

This means that if the weight matrix $W_{ij}$ is symmetric, the system of differential equations (Eq. 3) can be represented as a form of gradient descent with the energy function given by the Lyapunov function:

$$\frac{dL}{dt} = \sum_i \frac{\partial L}{\partial u_i} \frac{du_i}{dt} = -\tau \sum_i \frac{da_i}{dt} \frac{du_i}{dt} = -\tau \sum_i \left(\frac{da_i}{dt}\right)^2 F'(a_i).$$

The latter result is nonpositive, because $F$ is monotonously nondecreasing.
Modeling cell fusion

To implement cell fusion, we form the combination of gene activities corresponding to attractors from two parent cells $x_{\text{hybrid}}^i = c_1 x_{\text{parent1}}^i + c_2 x_{\text{parent2}}^i$. The coefficients $c_1$ and $c_2$ determine the contributions of the parents and vary from 0 to 1. These two coefficients form the set of coordinates for Fig. 3, B through D. Although for conserved volume and interpreting variables $x_i$ as concentrations we expect that $c_1 + c_2 = 1$, corresponding to the diagonal in the figures, we explored a 2D range of parameters. We assume therefore that volume may not be conserved in fusion and that gene products may be localized within cells in regions with nonconserved volume. The new variable, $x_{\text{hybrid}}$, is used as the initial condition for Eq. 1. After fusion, we run a simulation for 50,000 steps. The time constant in Eq. 1 is $\tau = 100$. We use simple finite differences with time step $\Delta t = 1$ to model dynamics. We verify that the pattern of gene activities reaches convergence by ensuring that the activity vector did not change substantially at the end of the simulation.

To evaluate the convergence time to the final configuration, we calculate change in the gene activity vector as a function of time $\Delta x(t) = \sum_i |x_i(t+1) - x_i(t)|$ (Fig. 4). The time to convergence after fusion is calculated as $t = \sum_i t \times \Delta x(i)/\sum \Delta x(i)$. This variable is displayed in Fig. 3 D.

Programming the result of cell fusion

Physiological cell fusion is a highly controlled event with a predictable outcome. The identities of parental and hybrid cell types are predetermined. For example, only certain cell types can fuse to create muscle fibers. The network mechanisms that make fusion predictable are likely to emerge in the course of evolution concurrently with cell types themselves. Although we observed that some embedded cell types emerged as the result of fusion of two other embedded cell types spontaneously, we found that it is also possible to program the outcome of cell fusion by adjusting the gene activity patterns corresponding to the desired hybrid. Thus, pattern Heart in Fig. 2 B was programmed to facilitate its production from the sum of Sun and Bell. To this end, we calculated the sum of the latter two patterns and assigned the white-noise variable $w_{\text{heart}}$ to match the sign of $w_{\text{sun}} + w_{\text{bell}}$ for 40% of pixels chosen randomly within the overlap of these two patterns.

RESULTS

To represent cell types as attractors, we adopted the mathematical formalism introduced by Hopfield to simulate associative memory in neural networks (42,45). In Hopfield networks, attractors represent patterns of neural activity that encode embedded memories. We applied this approach to represent patterns of gene activity corresponding to cell types. Our implementation includes several elements (Fig. 1 B). First, we defined the network nodes, which represent individual genes. Each gene can be activated or inhibited or can retain its basal activity. The pattern representing activities of all genes defines the network state. In the mathematical sense, this pattern is a vector with the length equal to the number of genes. If a gene in the network is activated or suppressed, the corresponding entry in the vector becomes positive or negative, respectively. Therefore, this vector defines how expression of a gene deviates from its basal activity. The pattern representing activities of all genes defines the network state.

![Figure 2](image_url) Simulated cell fusion can change cell types. (A) Fusion of two cells of the same type leads to a hybrid of the same type. (B) Fusion of two cell types (Sun and Bell) results in a hybrid that belongs to another cell type (Heart; see also Movie S2). (C) Interpretation of B. Cell fusion can transport a cell from one attractor (Bell) to the basin of another (Heart) by creating an intermediate product (Bell + Sun) with another cell (Sun). This mechanism bypasses the need to overcome the hills of the epigenetic space.
A network contained $48^2$ (2304) genes, the state of this network is visualized by a $48 \times 48$ array of units.

Next, we defined the patterns of gene expression that correspond to cell types in our model. To make these patterns recognizable, we used a set of 90 images (Supporting Material), such as Plane (Fig. 1B), Key, Sun, etc. To make these patterns network attractors, we defined interactions between genes as prescribed by the Hopfield model (42,45). The interactions between a pair of genes were considered positive or negative to reflect the ability of genes in the cell to activate or suppress each other. The strength of interaction between any two genes was assumed to be proportional to the incidence with which their activities correlate in all 90 gene activity patterns (Supporting Material) that we designated as cell types (Methods, Eq. 2). Therefore, the more often any two genes are coactive in all 90 cell types, the stronger they activate each other in the model. In a similar way, the more often the activities of any two genes anticorrelate, the more strongly these genes inhibit each other. For simplicity, gene interactions were assumed to be pairwise and symmetric, meaning that if gene A can activate gene B, then the reverse is also true.

A key property of Hopfield networks is that if the interactions within every pair of elements are set as we just described, the patterns used to calculate these values become network attractors. Therefore, in our model, all 90 pictorial symbols that we designated as cell types and used to build gene-gene interactions became network attractors. We will call these 90 attractors embedded cell types. To verify that the embedded cell types are attractors, we perturbed one of them (Plane) by resetting some of its genes to their basal state (note the missing nose of the Plane in Fig. 1C, $T = 1$). As expected, the network automatically restored the silenced region (see Fig. 1C), confirming that Plane is an attractor.

To simulate cell fusion, we assumed that the gene activity pattern (i.e., the network state) of the hybrid is initially an average of the parental states. In other words, the activity of a gene in the newly formed hybrid is the average of the activities of this gene in the parents. We also assumed that fusion does not change how the genes interact with each other. Once the hybrid network is formed, its gene activity pattern then evolves spontaneously according to the rules of gene interactions. To test our simulation, we first fused...
two identical cell types. Fusing two Sun cell types resulted in a hybrid of the same type (Fig. 2A). This implies that in the absence of differences between the parental states, the hybrid remains in the same attractor as its parents.

Fusing different cell types produced two types of hybrids. In one case, the hybrids assumed an embedded cell type (one of the designated 90 patterns) that was distinct from either parent. For example, fusing Sun and Bell resulted in Heart (Fig. 2B). We interpret this result by assuming that the immediate product of combining Sun and Bell landed in the basin of the attractor Heart, because this attractor is located in the epigenetic space somewhere between the parental attractors (Fig. 2C). This interpretation implies that cell fusion can almost instantly move a cell from attractor A to the basin of attractor B by creating an intermediate product with another cell. Because this process bypasses the need to overcome the hills that can separate A and B in the epigenetic landscape, one can argue that cell fusion allows a cell to hop between two attractors with the help of another cell.

In other cases, the hybrid network assumed stable states that were unlike any of the embedded cell types, such as a result of fusing Plane to Key (Fig. 3A). Such de novo states are known in network theory as spurious attractors (42,46). They are emergent, unavoidable, and usually undesirable features of complex networks. Thus, we assumed that the hybrid of Plane and Key happened to be in the basin of a spurious attractor.

To test how abundant the spurious attractors are, we systematically changed the conditions of fusion by varying the relative contributions of the parents, Plane and Key (Fig. 3B). If the contribution of one parent was relatively large, the hybrid assumed the cell type of this parent (Fig. 3B, upper left and lower right quadrants of the fusion table), which is consistent with experimental observations (23). This behavior can be envisioned as a tug of war between two parents, in which weakening one competitor gives the victory to the other. If the contribution of both parents was below a certain threshold, then all genes in the hybrids assumed their basal activity (Fig. 3B, lower left quadrant of the fusion table, white arrays). This event could be interpreted as an equivalent of cell death, that is, as a condition in which any interactions among genes cease to exist, implying that cell death is one of the attractors. The intermediate range of parental contributions produced numerous spurious states (Fig. 3B, center). Notably, even an incremental change in parental contribution placed the hybrid into a spurious attractor, implying that the basins of embedded and spurious attractors are close to each other.

To determine whether spurious states observed in this experiment are diverse, we compared their energy defined as the Lyapunov function of the network (Fig. 3C and Fig. S1 in the Supporting Material). A Lyapunov function is defined as a function that it is minimized by the dynamics of the network (42). Thus, despite not being related to any physical form of energy, this function can be viewed as a proxy for energy in complex systems and, as such, has been extensively used to study the properties of complex networks (42). The dynamics of a network is represented as a descent in the virtual landscape described by the Lyapunov function, similar to the descent of a ball in a physical landscape, and the local stable states, i.e., attractors, can be identified as local minima of this function. Hence, attractors can be distinguished from each other by comparing their Lyapunov function values. The spurious states that we observed (Fig. 3B) differed in these values (Fig. 3C and Fig. S1), indicating that these states are indeed diverse. The multitude and diversity of spurious attractors accessible to the hybrids of two cell types suggests that the number of spurious states in the network exceeds the number of embedded states.

Spurious states also differed from the embedded cell types and from each other in respect to the time that it took a hybrid network to reach them—reaching a spurious state took much longer (Fig. 3D and Fig. S2). We also found that the convergence to the spurious state is not gradual and is punctuated by sudden changes in the network state separated by long periods of relative stability (Fig. 4). These observations mean that a newly formed hybrid system can undergo a long set of transformations before settling into its final spurious state.
DISCUSSION

In this study, we computationally modeled fusion of cells assuming that they are attractor networks and that cell types are attractors (36–38,40). To simulate gene expression patterns corresponding to cell types, we used Hopfield nets, an approach that has been developed to simulate associative memory in neural networks. Our results lead us to propose that cancerous cell types correspond to spurious attractors, which are inherent and usually undesirable features of attractor networks. Our model also shows that cell fusion is prone to place cells into these spurious states, which may not be accessible by other means.

We suggest that cell fusion creates a new cell type in two steps. First, fusion of two cells immediately results in a heterokaryon whose gene expression pattern is a combination of the parental patterns. In the epigenetic landscape, this pattern would appear in an area that is distinct from either of the parental attractors. This pattern is likely to emerge in a basin of an attractor rather than directly in an attractor itself, as attractors are merely dots in a landscape formed by their basins (40). Therefore, during the second stage, the hybrid pattern will continuously change as the underlying network slides along the slope of the basin, converging to its attractor. The identity of this attractor will determine the cell type of the hybrid. This view implies that cell fusion can almost instantly move a cell from one attractor to the basin of another by creating an intermediate product with another cell.

Our model makes several specific predictions. First, fusion of just two cell types may result in a large number of diverse abnormal hybrids, which may have emergent properties. Second, adopting an abnormal cell type takes longer than adopting a normal cell type. Third, the convergence to the abnormal cell type is not gradual but is punctuated by several sudden changes in gene expression pattern. We suggest that this behavior of hybrid networks is consistent with two basic properties of cancer development. The protracted and uneven convergence to spurious attractors is similar to the dynamics of carcinogenesis (47), and the abundance and diversity of the spurious attractors is reminiscent of the diversity of cancerous cells (48,49). The behavior of hybrid networks also reflects properties of cell hybrids, as gene expression in cell hybrids can erratically change over time and include sudden, spontaneous changes after prolonged periods of latency (23,29,31,33).

Previous studies have suggested that cells become cancerous by assuming abnormal attractors that are unavailable during normal differentiation (37,50). The origins of these abnormal attractors and how the cells get there are unclear. We propose (Fig. 3E) that these abnormal attractors are some of the spurious states inherent to attractor networks (42,46) and that the ability to place cells into a spurious attractor could be the main mechanisms through which cell fusion contributes to carcinogenesis. In other words, cancer could be a side effect of the ability of cell fusion to create new cell types. Which of the spurious attractors would correspond to cancerous cell types? We suggest that it could be any attractor that includes an activated set of genes whose products are sufficient to cause invasion and metastasis.

A view held currently is that a cell type created by cell fusion is determined by interactions among a small set of transcriptional regulators specific to parental cell types (6,7,51,52). In contrast, our results suggest that the cell type of hybrids may be a consensus that is reached through interactions between many, perhaps all, elements of the parental networks. The ability of cell fusion to move cells between unrelated attractors explains the appearance of emergent properties in hybrids (20–25,34,53), as well as repression of genes specific to parental cell types, a phenomenon known as extinction (31,35).

Our model suggests that using cell fusion in therapy (6,7) should be considered with an abundance of caution. For example, animal models suggest that fusing bone-marrow-derived cells to liver cells from the same patient could produce immunologically compatible progenitors that repopulate the damaged organ (34). The key question is whether such hybrids are harmless (21,34,54). Our model suggests that heterogeneity and abnormal properties of cell hybrids are inherent consequences of merging attractor networks. For example, we find that an incremental variation in relative contribution of parental networks can place the hybrid into a different attractor. Hence, the heterogeneity of parental cells with respect to cell volume, which doubles during the cell cycle, could result in hybrids that are heterogeneous with respect to their cell types. Our finding that some spurious attractors are adjacent to embedded attractors also implies that an incremental change in properties of parental cells can shift the resulting hybrid from a normal to an abnormal cell type. Finally, because settling into a spurious attractor takes longer than settling into an embedded attractor, abnormal properties of hybrids may manifest themselves only after a long period of latency.

To simulate cell types, we applied a formalism that has been developed and used to simulate patterns of associative memory. The question is to what extent this approach and, consequently, our conclusions regarding cell fusion and its relation to cancer are valid. One caveat is that we rely on a model that uses a simplified version of the intracellular network. This model does not account for compartmentalization of gene products within a cell, asymmetry in network interactions, interactions that involve more than two products, particular properties of eukaryotic genes and proteins, the dynamic nature of cellular attractors, cell-cell signaling, etc. We also assume that cell fusion does not affect gene-gene interactions. An open question is whether considering these properties would lead to a substantial change in our conclusions. We surmise that incorporating these properties into our model would reveal that reaching a consensus...
between two cells after their fusion is an even more complex process than we have described. However, we suggest that if cell types are network attractors, the basic rules that we outlined will stand. Thus, we propose that our model describes the class of behaviors pertinent to cells, rather than reproducing the detailed dynamics of gene interactions.

Previous studies of Hopfield networks suggest that many basic conclusions drawn from a simple model such as ours remain robust if the models are made more complex by accounting for specific properties of biological systems. For example, our model assumes that genes are fully and symmetrically connected, which is not always the case in the cell. Previous studies (55–58) have found, however, that basic properties of the Hopfield model, such as the presence of both embedded and spurious attractors remain robust in ultradiluted Hopfield networks, in which every node is connected asymmetrically with a small number of other randomly chosen nodes. In the context of gene-gene interactions, asymmetry of connections could implement predetermined paths of cell differentiation. Our approach can therefore be used to model cell differentiation by mechanisms other than cell fusion, such as during normal development. Another simplification of our model is that the gene network is represented by a fully random graph, whereas gene-gene interaction networks are not fully random but display complex features, such as small-world (59) and scale-free properties (60,61). However, the main conclusions of the Hopfield model also hold qualitatively for scale-free, small-world network architectures (62–64). Therefore, we propose that the class of behaviors displayed by our model can be generalized to more complex network architectures.

In our model, embedded attractors can be easily distinguished from spurious ones by visual examination, because the embedded states were defined as easily recognizable images (Supporting Material). In Hopfield networks, the number of stable spurious states is exponential in the number of embedded patterns (65). Embedded states become unstable, when their number exceeds ~13% of network nodes (42). In this regime, only spurious states are stable. In our simulation, the ratio of embedded states to the number of network nodes is ~4%, whereas in intracellular networks the ratio of cell types to the number of genes is 1–2% (considering 411 cell types and 22,000 human genes). Because our model belongs to the class of Hopfield models, the embedded states are stable in our simulations, whereas spurious cell types should substantially outnumber the number of embedded cell types. In cells, spurious attractors can be identified by analyzing gene expression patterns.

Because our simulation considers network elements and their interactions as abstractions, the basic implication of our study is that the propensity to assume abnormal states may be a fundamental emergent property of colliding networks rather than a result of how a particular network is implemented. For example, behavior of hybrid networks in our model is reminiscent of mergers of large businesses, which have been considered as complex attractor networks (66). As our model predicts, business mergers can produce companies that are successful because they have predicted properties, but they more often result in companies failing because their elements do not interact as expected (67). We suggest that the similarities between the consequences of merging living cells and businesses are not superficial, but may reflect general properties of hybrid networks. Overall, our study suggests that combining complex systems, whether they are cells, species, personalities, businesses, or countries is inherently fraught with the possibility of unintended outcomes.

SUPPORTING MATERIAL

Two figures, the 90 pictorial images used as cell types in the simulation, and three movies are available at http://www.biophysj.org/biophys supplemental/S0006-3495(12)01034-X.
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