Cellular-Resolution Population Imaging Reveals Robust Sparse Coding in the Drosophila Mushroom Body
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Sensory stimuli are represented in the brain by the activity of populations of neurons. In most biological systems, studying population coding is challenging since only a tiny proportion of cells can be recorded simultaneously. Here we used two-photon imaging to record neural activity in the relatively simple Drosophila mushroom body (MB), an area involved in olfactory learning and memory. Using the highly sensitive calcium indicator GCaMP3, we simultaneously monitored the activity of >100 MB neurons in vivo (~5% of the total population). The MB is thought to encode odors in sparse patterns of activity, but the code has yet to be explored either on a population level or with a wide variety of stimuli. We therefore imaged responses to odors chosen to evaluate the robustness of sparse representations. Different odors activated distinct patterns of MB neurons; however, we found no evidence for spatial organization of neurons by either response probability or odor tuning within the cell body layer. The degree of sparseness was consistent across a wide range of stimuli, from monomolecular odors to artificial blends and even complex natural smells. Sparseness was mainly invariant across concentrations, largely because of the influence of recent odor experience. Finally, in contrast to sensory processing in other systems, no response features distinguished natural stimuli from monomolecular odors. Our results indicate that the fundamental feature of odor processing in the MB is to create sparse stimulus representations in a format that facilitates arbitrary associations between odor and punishment or reward.

Introduction

A general feature of sensory systems is that dense representations by broadly tuned neurons at the sensory periphery are transformed into sparse representations by narrowly tuned neurons in deeper layers. Specifically, in the olfactory system, olfactory receptor neurons (ORNs) respond to a wide range of different odors (Hallem and Carlson, 2006) and synapse onto projection neurons (PNs) of the antennal lobe within structures called glomeruli. At this layer, synaptic and circuit mechanisms produce even broader tuning curves in PNs (Bhandawat et al., 2007) while making responses of different glomerular channels more independent of one another (Olsen et al., 2010). Thus, in the antennal lobe, odor identity is represented by a dense code comprised of only ~51 different PN types.

The antennal lobe PNs project to the mushroom body (MB), an area involved in learning and memory, where a major reformatting of information occurs. The MB is composed of ~2000 small neurons known as Kenyon cells (KCs) (Aso et al., 2009). Electrophysiological recordings show that, unlike PNs, individual KCs have highly odor-specific responses and odors are represented by sparse population activity in the MB (Perez-Orive et al., 2002; Broome et al., 2006; Murthy et al., 2008; Turner et al., 2008). Theoretical work suggests that sparse representations are useful for accurate information storage (Marr, 1969; Kanerva, 1988; Olshausen and Field, 2004) and appear to be a general feature of deeper brain areas.

Broad sampling of population activity is important to thoroughly characterize sparse representations and to establish that they are truly sparse. Recent advances have dramatically increased the sensitivity of genetically encoded calcium indicators (Tian et al., 2009). Here we use two-photon imaging with the GCaMP3 reporter to simultaneously monitor >100 KCs (~5% of the total) with sensitivity approaching that of electrophysiology.

If sparse coding is truly a fundamental aspect of processing in the MB, it should be robust across a range of different stimulus features. There are two broad challenges to maintaining a sparse representation: variations in stimulus intensity and variations in stimulus complexity. We found that population sparseness was largely robust to increases in odor concentration. To examine the effects of stimulus complexity, we tested responses to both natural and artificial multimolecular odors and compared them to monomolecular compounds. We observed similar levels of sparseness across all stimulus categories, including complex natural stimuli. Interestingly, there were no response features that distinguished representation of monomolecular and natural
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odors. This contrasts with other sensory systems where there are substantial differences in the coding of natural and artificial stimuli (Rieke et al., 1995; Machens et al., 2001; Yu et al., 2005; Garcia-Lazaro et al., 2006). Finally, we found no obvious spatial arrangement of KC somata based on odor tuning properties or responsiveness.

In contrast to other sensory systems, where familiar or behaviorally meaningful stimuli appear to be represented distinctively, the MB represents all stimuli sparsely, and responsive cells are randomly organized. This is similar to piriform cortex (Stettler and Axel, 2009) and likely reflects the role of both these brain areas in learning arbitrary associations between odor and reward or punishment.

Materials and Methods

Fly stocks. Flies were reared on standard medium, supplemented with dry baker’s yeast (Sac-Staint); Lesaffre Yeast), at room temperature (22–25°C). Flies carrying the genetically encoded calcium sensor UAS-GCaMP3 (Tian et al., 2009) were crossed with OK107-Gal4 (Connolly et al., 1996) to drive GCaMP3 expression in essentially all KCs (Lee et al., 1999; Aso et al., 2009). All experiments were conducted on female F1 heterozygotes from this cross, aged 2–5 d posteclosion. GCaMP expression has not been observed to affect normal neuronal function in Drosophila (Jayaraman and Laurent, 2007).

Animal preparation. Procedures for animal preparation were based on earlier methods (Turner et al., 2008; Murthy and Turner, 2010). Briefly, flies were transferred to a glass tube and anesthetized on ice until movement ceased (~15 s). A female fly was then gently inserted into a rectangular hole (~0.77 x 1.5 mm) cut into a piece of aluminum foil glued to the underside of the recording platform. The fly’s head was tilted forward to provide access to the posterior surface of the brain where the KC cell bodies are located. The olfactory organs point downward in this preparation, allowing airborne odor delivery (Fig. 1A). The fly was fixed in place using fast-drying epoxy (5-Minute Epoxy; Devcon).

The bath surrounding the head capsule was continuously perfused with oxygenated saline (Wilson et al., 2004) and the cuticle at the back of the head was dissected away using sharpened forceps. We sometimes found it necessary to minimize brain motion by removing the pustulose organ at the neck (care was taken to avoid damaging the gut) and the proboscis retractor muscles, which pass over the caudal aspect of the optic lobes. Air sacs and fat deposits occluding the MB were cleared from the brain’s surface. We did not purposefully attempt to remove the perineural sheath, as is needed for electrophysiological experiments. Flies remained healthy and active throughout the experiment, as evidenced by abundant voluntary leg movements. Many preparations were discarded due to excessive brain motion that prevented us from tracking individual neurons throughout the imaging session.

Odomor stimuli. The following chemicals were used as stimuli: 2-heptanone (CAS No. 110-43-0), 3-octanone (589-98-0), 6-methyl-5-heptan-2-one (110-93-0), α-humulene (6753-98-6), benzaldehyde (100-52-7), ethyl lactate (97-64-3), ethyl octanoate (106-32-1), hexanal (66-25-1), isoamyl acetate (110-93-0), 4-methylcyclohexanol (589-91-3), methyl octanoate (111-11-5), diethyl succinate (123-25-1), pentanal (110-62-3), and penty l acetate (628-63-7). In addition to these monomolecular odorants, (−)-humulene (6753-98-6), benzaldehyde (100-52-7), ethyl lactate (97-64-3), ethyl octanoate (106-32-1), hexanal (66-25-1), isoamyl acetate (110-93-0), 4-methylcyclohexanol (589-91-3), methyl octanoate (111-11-5), diethyl succinate (123-25-1), pentanal (110-62-3), and penty l acetate (628-63-7). In addition to these monomolecular odorants, apple cider vinegar (Richfoods) and reconstituted dry baker’s yeast (Sac-Staint; Lesaffre Yeast) were used. Fresh fruits (banana, mango, and orange) were obtained from a local grocer.

In airflow into each vial was regulated by a two-way inert isolation valve (NResearch No. T360K012). Outflow was gated by a zero–dead-volume 4-way inert isolation valve manifold (NResearch No. 360T082). The manifold consists of a nontagged carrier (clean air) path into which four isolation valves connect. Thus, four odor vials can be connected to each manifold. Three manifolds were connected in series to allow up to 12 different odors to be used in a single experiment. A separate empty (control) vial was located upstream via two normally open isolation valves. To present an odor, a small quantity of odorized headspace was injected into the carrier path by closing the control vial valves and simultaneously opening the two vials gating one of the odor vials. We did not use check-valves at any point, as experience showed these to work poorly.

The total airflow coming out of the valve manifolds was always 1 L/min, so the first air dilution was controlled by varying the ratio of airflow between the carrier path and odor vial. This could be optionally diluted further by discarding a known proportion of the flow to vacuum via a needle valve using the principle of choked flow. The remaining odorized stream could then be further diluted by injecting it into a second carrier of up to 5 L/min. The total airflow at the fly was regulated using vacuum and a second needle valve. Total airflow over the fly was 1 L/min, except for natural experimental conditions, which used a 0.5 L/min flow rate.

A relatively square odor pulse (Fig. 1D) was created by switching between clean and odorized air streams using a synchronizing two-way valve (NResearch No. 648T042SF). This final valve was located ~50 cm from the fly, leading to a delay of ~300 ms between valve switching and the odor reaching the fly. Inert tubing (SE-200; Tygon) was used for all connections. The flow path had an 1/8 inch internal diameter throughout. This diameter is sufficiently large to allow the system to work near to atmospheric pressure at our flow rates. This virtually eliminated pressure transients caused by valve switching, as measured by an anemometer (Kurz Instruments). The system terminated at a Teflon odor delivery nozzle (outer diameter, 1/8 inch; internal diameter, 1/16 inch), beveled so that its tip surrounded the fly’s head. A suction tube was positioned opposite the odor tube to evacuate odorized air.

We monitored odor delivery on every trial using a PID. The flow path was split after the final valve, with half the stream delivered to the fly and half to the PID. The PID response was digitized at 1 kHz and boxcar filtered at 0.1 s.

Calcium imaging. All two-photon imaging was done using a Prairie Ultima system (Prairie Technologies) and a Chameleonic Ti:Sapphire laser (Chameleonic XR; Coherent) tuned to 920 nm. Beam strength was adjusted with a variable iris in the laser system. Custom MATLAB (MathWorks) routines were used to control odor presentation and synchronize stimulus delivery with data acquisition. Data were acquired in 25 s sweeps with a 1 s odor pulse triggered 8 s following sweep onset. There was no delay between sweeps so the interstimulus interval (ISI) was 25 s. Stimuli were presented in randomized odor blocks. The same odor was never presented twice in succession. The exception to this was the experiment displayed in Figure 6, which was designed to test the effects of presentation order, as discussed in the Results, below. Imaging sessions were generally limited to ~20 min (i.e., ~48 stimulus presentations with a 25 s ISI), due to gradual changes in brain shape and photobleaching.

Data analysis. All data analyses were conducted in MATLAB and R (http://www.R-project.org). To correct for motion artifacts, we aligned frames using a subpixel translational-based discrete Fourier analysis (Guizar-Sicairos et al., 2008). A region of interest (ROI) was drawn au-
automatically around fluorescent neural tissue. The area outside the ROI was considered to be background fluorescence (autofluorescence plus shot noise) and its mean was subtracted from the overall image. To quantify the response of the KCs, we applied a small ROI, 6–8 pixels in diameter, to each cell body. This allowed us to average pixels from each cell and treat them as a unit. ROI selection was done manually as somata were packed closely together and of such low contrast that all automated algorithms we tried performed very poorly and required excessive supervision. In each optical section, we selected as many KCs as possible. Data were first motion-corrected and aligned using a rigid transform so that all frames across all trials were in register. For each trial, we averaged all frames to yield a single mean image. For example, if an experiment consisted of 50 trials, then we ended up with 50 of these mean images. KCs were selected by identifying cells from a short looping movie built from

Figure 1. Odors evoke consistent patterns of calcium activity in the mushroom body. A, Schematic of a fly in the recording platform. Mushroom body is shown in dark gray behind the fly’s eye. B, Three-dimensional reconstruction of the MB obtained using the OK107-Gal4 driver. The KC somatic region is shown in blue, the input neuropil region (calyx) in red, and axonal outputs in gray. The green dashed line indicates a typical imaging plane. C, Optical section through the MB showing the clearly distinguishable KC somatic region (blue) and dendrites in the calyx (red). Image is obtained by averaging 12 frames of basal GCaMP3 fluorescence. D, Time courses of 25 pulses of isoamyl acetate measured using a PID (arbitrary units) showing the high reliability of odor delivery. Odor delivery valve opens at \( t = 0 \) s and closes at \( t = 1 \) s. PID data are smoothed with a 0.1 s boxcar filter. E, Mean change in fluorescence per pixel following presentation of 4-methylcyclohexanol (black bar) in the calyx (red) and KC region (blue) from the optical section shown in C. Thin lines show five individual odor presentation trials and thicker lines show the means. The df/F values are low because most pixels do not change in intensity. F–K, Basal fluorescence (gray) and mean evoked df/F (heat map) from the experiment shown in C. Mean df/F is calculated over 0.5–4.5 s following stimulus onset. Each row shows responses to three different presentations of the same odor. Responses are evident both in the dendritic region in the calyx (red outline in C) and the cell body area (blue outline in C). The pattern of responding neurons is similar within an odor and different across odors. Scale bars, 10 \( \mu \text{m} \).
the trial-averaged frames. This ensured that each selected cell remained within its ROI over the whole imaging session. Cells that moved excessively, whether responsive or not, were discarded from the dataset.

We used a simple statistical test to determine whether a KC responded significantly on a given trial. We first calculated the standard deviation of the baseline activity 8 s before stimulus onset. The response time course was then smoothed using a five-point running average and the peak dF/F in the 0.5–4.5 s window following stimulus onset was determined. The response was judged to be significant if the peak was 2.33 SDs greater than the baseline; this corresponds to a one-tailed significance test where \( \alpha = 0.01 \). This is discussed further in the Results, below. For a KC to be classified as responsive to a given odor, it had to exhibit significant responses to at least half the presentations of that odor. A previous electrophysiological study of KC responses used the same reliability criterion (Turner et al., 2008).

Results

Optical monitoring of MB population activity

To characterize the response of the MB population to a range of different olfactory stimuli, we used two-photon calcium imaging with the genetically encoded calcium indicator GCaMP3 (Tian et al., 2009). We targeted GCaMP3 expression to the MB using the GAL4 driver, OK107, which expresses in all KCs (Lee et al., 1999). We oriented the preparation so that the KC somata are superficial and the imaging axis is perpendicular to the disc-shaped field of cell bodies, maximizing the number of neurons that can be imaged simultaneously (Fig. 1A). A typical imaging plane captures \( \sim 100 \) of the 2000 total KCs in the MB; the location of the optical section varied across preparations, capturing a different set of KCS in each fly. Slightly deeper optical sections enabled us to image both cell bodies and the dendritic sites in the calyx (Fig. 1B, C).

We presented odor stimuli using a custom-built device that could deliver up to 12 different odors in one session. Different odors were delivered in pseudorandomized order, with a 25 s interstimulus interval (see Materials and Methods, above). Odor delivery was controlled by a series of valves triggered to open for 1 s, starting 8 s after trial onset. The actual time course and amplitude of odor delivery was directly monitored by splitting the odor flow line so half was delivered to the fly and half to a PID (see Materials and Methods). Odor delivery was highly reliable across multiple presentations as measured by the PID (Fig. 1D), although there was a consistent delay of \( \sim 300 \) ms between valve opening and the onset of the PID signal.

We could detect strong, reliable, odor-evoked signals in both the dendritic and somatic region of the MB. Figure 1E shows the proportional change in fluorescence (dF/F) spatially averaged across the calyx and cell body region. The time course of the GCaMP3 signal generally lasted for several seconds after odor offset. The amplitude of the calyx signal was much greater than that observed at the cell bodies, which is consistent with calyx signals representing strong synaptic input from PNs, and cell bodies representing the sparse spiking output.

Responses were generally prolonged (Fig. 1E), so we quantified response amplitudes by averaging activity at each pixel from 0.5 to 4.5 s following stimulus onset. Figure 1, F–K, shows the mean evoked odor response (heat-map colors) superimposed on the basal fluorescence (gray scale) from a single fly. Figure 1, F–H, shows three responses to 2-heptanone and Figure 1, I–K, shows responses to the related compound, 6-methyl-5-hepten-2-one. Presentations of these odors were randomly interleaved with others (data not shown). Activity can be seen in both the cell body region and the calyx (Fig. 1C). Importantly, in the cell body region, there are focal, circular signals visibly attributable to individual KC somata. Note that the same odor activates similar patterns of MB activity across presentations and that response patterns are different between odors.

Determining population responses from somatic calcium signals

The strong baseline fluorescence, together with the high signal-to-noise ratio of the somatic responses, made it possible for us to analyze the data at the level of individual cells. This allowed us to evaluate sparseness of representations by directly visualizing the fraction of cells in the imaging plane that respond to a given odor. A cell was deemed to be responsive to an odor based on two criteria: the presence of a significant dF/F deflection from baseline after odor onset and the reliability of this deflection across multiple presentations. To be deemed significant, the fluorescence change on a given trial had to exceed 2.33 SD of the dF/F fluctuations observed during the baseline period on that trial. This corresponds to a threshold crossing measure with \( \alpha = 0.01 \). To account for trial-by-trial variability, we required that this threshold be crossed on more than half of all presentations of an odor. These are similar criteria to those used in previous electrophysiology studies (Turner et al., 2008) and account for the fact that some KCS respond unreliably or weakly, a feature that can accompany sparse representations (Willmore, 2001), and may place a limit on the information carried by the KC population.

These statistical criteria effectively captured the features of the population response that were apparent from visual inspection. Figure 2A shows the time course of fluorescence changes for 121 KCS in response to a single presentation of isoamyl acetate. The cells in Figure 2A are sorted by the \( p \) value for the significance of threshold crossing; the 24 cells below the dashed white line exceeded the threshold. Time courses from cells crossing the threshold are shown in Figure 2B, while those failing to cross are shown in Figure 2C. Figure 2, D–F, shows dF/F time courses in response to the control stimulus (an empty vial). Pooling data over the entire experiment makes the distinction between responding and nonresponding cells clearer still. We recorded the responses of 121 KCS to five odors presented five times each, which yielded a total of 3025 KC–stimulus pairs. The distribution of threshold-crossing \( p \) values for these data is shown in a cumulative histogram (Fig. 2G). The plot shows a clear elbow due to the presence of a small number of significant trials against a background of nonsignificant trials. The threshold of \( \alpha = 0.01 \) falls at this elbow, indicating that this threshold partitions the data naturally.

To estimate the fraction of KCS that respond to an odor, we also factored in the reliability of those threshold crossings over multiple odor presentations. On any given odor trial, \( \sim 20\% \) of KCS may be active (Fig. 2A–C). However, only a portion of these cells display significant fluorescence changes on more than two presentations of that odor (Fig. 2H). Moreover, we found that cells that respond significantly on more than half of trials are those with the larger median odor-evoked dF/F (Fig. 2I), indicating that cells with larger response amplitudes also respond more reliably. Based on these observations, we considered a cell to be responsive to a particular odor if it passed the significance test on more than half of all presentations of that odor. The results obtained from applying our response criteria are shown in Figure 3. Figure 3, A and B, shows the dF/F time courses and response amplitudes of a cell we classified as responding significantly to 3-octanol but not to clean air. Response amplitudes were calculated as the mean evoked dF/F within the response window (0.5–4.5 s after odor onset). The response amplitudes of 45 cells are
shown in Figure 3C, colored according to their classification as responding or nonresponding. Responding neurons generally displayed larger dF/F values than nonresponding cells, although occasionally their dF/F values were similar. Nonresponsive cells were classified as such either because those dF/F changes were not significantly greater than baseline fluctuations or because they were not reliable across presentations. This is evident in Figure 3D, which shows that the $p$ values for threshold crossing are invariably smaller over multiple trials for the gray, nonresponsive cells.

To summarize, to qualify as responsive to a particular odor, a cell had to exhibit a peak dF/F value that was $2.33\ SD$ ($\alpha = 0.01$) greater than the baseline mean within a window 0.5–4.5 s after odor onset, on at least half of odor presentations. Both the threshold crossing and reliability criteria were chosen based on features that were evident in the underlying data (Fig. 2G,H). The fraction

---

**Figure 2.** Detecting odor responses with cellular resolution in single trials. **A**, dF/F time courses of 121 KCs in response to the presentation of isoamyl acetate (PID trace in gray). KCs are sorted according to the $p$ value of the threshold crossing (see Results). Cells below the dashed white line show a significant response peak at $p < 0.01$. **B**, Time courses of the 24 significantly responding cells from **A.** **C**, Time courses of the 97 nonresponding cells from **A.** **D–F**, Responses of the same 121 cells to one presentation of clean air. **G**, Cumulative histogram of $p$ values from all cells and all odor presentation trials from a single fly. The $\alpha = 0.01$ (dashed red line) threshold falls at the elbow of the line, indicating that it represents a reasonable distinction between responding and nonresponding KCs. **H**, Histogram showing the number of trials in which each cell exhibited a significant response to an odor; data from 121 KCs presented with five different odors (605 KC–odor pairs) for five trials each. Data are bimodally distributed, with some cells responding to only one or two of the five total odor presentations. **I**, Relationship of response amplitude to response reliability from KC–odor pairs shown in **H.** Cells exhibiting a larger evoked dF/F also showed more reliable responses. Points are jittered along the $x$-axis for visibility.
of responding KCs we detected with this method was extremely similar to that observed in previous electrophysiological studies (see Fig. 5) (Turner et al., 2008), suggesting that we detected the vast majority of KC responses. Overall, these results show that we can reliably track the activity of individual KCs on a trial-by-trial basis, enabling us to identify consistent KC responses within a large population of cells and generate an accurate measure of population sparseness.

**Random spatial distribution of MB odor responses**

We examined whether there was any relationship between the response properties of KCs and their spatial distribution within the cell body layer. Imaging can readily reveal whether there are clusters of highly responsive cells or groups of cells with similar response properties. We tested this by imaging responses to a panel of chemically diverse odors (a total of 18 different odors, four to seven odors per fly). We found that most KCs did not respond to any of the tested stimuli (Fig. 4A), as observed previously with electrophysiological recordings (Perez-Orive et al., 2002; Turner et al., 2008). This skewed distribution could reflect a spatial organization consisting of small clusters of densely responding neurons.

We investigated this possibility by measuring the distances separating responding neurons and comparing them to the distances expected if these neurons were distributed randomly. Since each experiment involved optical sections from different locations and orientations in the MB, we analyzed each imaging plane individually. We began by identifying cells that responded to at least one odor (preparations with <10 responding cells were excluded). We then calculated the distance from each responding cell to its nearest responding neighbor. For instance, an imaging field containing 16 responding cells would yield 16 distance values. We calculated the mean of these distances as a measure of clustering; a smaller value indicates tighter clustering. Using nearest-responding-neighbor distances ensured that our analysis would not overlook the possibility of multiple small clusters. We tested the significance of this value using a permutation test where the labels of all identified KCs were randomly reassigned, such that responding cells become located in new, randomly chosen, positions. We recalculated the nearest-responding-neighbor distances and took the mean of these to represent the value expected in the absence of clustering. This procedure was repeated 10,000 times for each fly. If the experimentally observed clustering value was smaller than 95% of the simulated values, we considered this to be evidence of significant clustering at α = 0.05 for this particular fly. Figure 4B shows the distribution of p-values from this response clustering test for 18 flies. Overall, these results showed no strong evidence for clustering of responsive neurons in the cell body layer, although one fly did have a p value below the significance level (p = 0.04). The actual distribution of responding neurons in this section is shown in Figure 4Di, where it is apparent that the clustering is not striking. We note that electrophysiological studies have shown that KCs with axonal projections to the α′β lobes tend to be more responsive than other KC types (Turner et al., 2008). However, our results indicate that this spatial organization is not present in the cell body layer.

It is also possible that KCs are topographically organized according to their odor tuning curves. Here we test the simplest hypothesis: that nearby neurons have tuning curves that are more similar to one another than those of more distant neurons. Tuning curves were calculated as the mean \( \Delta F/F \) response evoked by each odor, and tuning curve similarity was measured as the Pearson’s correlation coefficient between each pair of odor tuning curves. We then tested whether there was a relationship between tuning curve similarity and the Euclidean distance between cells using Spearman’s \( \rho \), which evaluates whether there is a monotonic relationship between these two variables. Spearman’s \( \rho \) values were calculated for each imaging plane and, as before, we judged significance using a permutation test. We randomized the
identity of the responding cells within the image plane to produce a new Euclidean distance matrix while keeping the tuning curve correlation matrix fixed, and recalculated Spearman’s ρ. This process was repeated 10,000 times to generate a distribution of ρ values expected if tuning curve topography were absent. If the experimentally observed ρ was 95% of the simulated values, we considered there to be significant tuning curve topography in that optical section at the 0.05 significance level. Figure 4C shows the distribution of ρ values for the test of tuning curve clustering for the 18 flies. All points lie above the significance threshold, indicating that there is no strong tendency for KCs with similar odor tuning to be located near one another.

The odor tuning properties of KCs are extremely diverse, so it may not even be possible to arrange odor tuning curves topographically in 2-D. Therefore, to validate the results above, we confirmed that it was feasible to arrange the tuning curves we measured experimentally in a way that produces a topographic map. To generate an artificial topographic map with the data collected, we arranged KCs in a 2-D space based on the correlations between different tuning curves. Specifically, we projected the correlation matrix into a 2-D space that mimics the imaging plane. We achieved this using multidimensional scaling (MDS), a remapping technique that measures the distances between points in a high-dimensional space and projects this onto a low-dimensional space (typically 2-D) while attempting to retain the relationship between points (Martinez and Martinez, 2005). We tested whether our regression analysis would reveal topography with the tuning curves arranged in 2-D MDS space. Again, we calculated the corresponding ρ value and compared this to a distribution of 10,000 ρ values generated using randomized Euclidean distance matrices. This analysis showed that the tuning curves we measured could indeed be arranged topographically. In every imaging experiment analyzed (n = 18), the MDS-based topographic map had a greater ρ value than all of the randomized tuning curve maps. Therefore, our inability to find topography in the original data was not due to the fact that tuning curve shapes are too varied or too uncorrelated to be regularly arranged in 2-D.

Together, these results demonstrate that neither do odor representations in the MB cluster spatially nor do KCs with similar odor tuning properties have apparent spatial localization. This suggests that the relationship between response properties of KCs and their spatial distribution within the cell body layer is random. Such a lack of spatial organization is a shared feature of the MB and mammalian piriform cortex (Stettler and Axel, 2009) and highlights their likely role as associative areas where anatomical specialization plays a minimal role in information processing.
MB population responses to odors are sparse and correlated with net ORN output

Using GCaMP3, we routinely obtained response amplitudes with dF/F values two or three times greater than the baseline (for example, see Figs. 1, 2). This signal strength is four to six times higher than that obtained in a previous MB study using GCaMP1.3 (Wang et al., 2004) and suggests that this indicator has the sensitivity to detect most KC activity. Across the range of monomolecular odors shown in Figure 5A, we found that, on average, an odor evokes responses in ~5% of the KCs in an imaging plane ($n = 8$ flies and $n = 933$ neurons); given the lack of spatial clustering of responses, this likely reflects the overall probability of response across the entire MB. This is extremely similar to results obtained using single-cell recordings, where on average each odor activates 6% of cells (Turner et al., 2008). The mean proportion of responding cells did not exceed 0.1 for any odor, although the response from individual flies reached values up to 0.17. However, even the largest of these values is well below that observed in PNs, where a given odor often evokes a response in excess of 50% of the population (Wilson et al., 2004). Thus, although we do not exclude the possibility that some KC responses go undetected with GCaMP3, when expressed using the OK107 driver, this indicator clearly enables us to detect KC responses with a level of sensitivity comparable to that of electrophysiology.

Is it possible to predict the sparseness of an odor representation in MB? Although there was a high level of variability across individual flies, there was still a clear trend for certain odors to evoke a more extensive response in the MB than others. This suggested that sparseness levels could perhaps be predicted by some aspect of the stimulus. One such predictor could be the total activity of ORNs at the sensory periphery. To test this, we examined odorants for which the response properties of 24 adult ORN types are known (Hallem and Carlson, 2006). We used linear regression to predict the proportion of responsive KCs as a function of the total evoked ORN activity (Fig. 5B). Since the data included repeated observations from the same fly, we used a mixed-effects linear model (Pinheiro and Bates, 2000) to fit a random intercept for each animal. The slope of the model was significant ($p = 0.0001, df = 38$) and indicated that, on average, increasing the total ORN activity by 10 spikes/s caused the proportion of responsive KCs to increase by 0.03%. In other words, it would take 16 additional spikes at the ORN level to recruit one additional KC response within the entire MB population. However, the regression explained only ~27% of the variance. There are several possible reasons why this correlation is weak. One is that our prediction is based on the activity of only half the complement of ORNs. A second is that processing by local neurons provides gain control within the antennal lobe, producing similar PN output levels for different intensities of ORN input (Olsen and Wilson, 2008; Root et al., 2008). However, the fact that we find a significant correlation indicates that the gain control mechanisms are not complete.

MB population sparseness is preserved across a range of concentrations

The observation that the sparseness of MB odor representations is correlated with ORN output suggests that sparseness could be modulated by stimulus intensity. We therefore tested whether sparse representations are maintained across different odor concentrations. Individual KCs can exhibit both concentration-specific and concentration-independent responses (Stopfer et al., 2003). However, the effect of odor concentration on population-level activity has not been examined. Since olfactory memories are relatively concentration-invariant (Masek and Heisenberg, 2003), one might expect that MB representations have concentration-invariant qualities at the population level.

We tested MB responses to ripe banana odor and to a prominent monomolecular component of banana smell, isomyl acetate, across a range of concentrations from $0.01 \times$ to $0.1 \times$ air dilutions of saturated vapor. Since adaptation could influence odor responses when repeatedly presenting the same odor at different concentrations, we used an experimental design where such effects are visible, enabling us to evaluate their contribution. We delivered odors in blocks, where odor concentrations stepped either from high to low or from low to high within each block, as illustrated by the PID traces in Figure 6A; the interstimulus interval, likely an important parameter, was 25 s as in other experiments. We presented each odor as a series of either five high-to-low blocks or five low-to-high blocks, with individual blocks separated by a single presentation of clean air from an empty control vial. Each fly received both banana and isomyl acetate, but only one direction of the concentration steps. For these experiments, we calculated population sparseness on a trial-by-trial basis, allowing us to examine the effects of stimulus history on MB responses.

Figure 6, B–E, shows the effect of concentration on population sparseness, broken down to highlight either the odor presented (Fig. 6B, C) or the direction of the concentration steps (Fig. 6D, E). We used a mixed-effects ANOVA to evaluate the effects of stimulus concentration, stimulus order, and odor identity on...
sparseness. There was no effect of odor identity, so we pooled the data for subsequent analysis. We found there was a significant effect of stimulus concentration ($p < 0.0001$, $F_{(4,73)} = 32.9$). However, this was profoundly affected by the order in which the stimuli are presented (Fig. 6D,E). In the high-to-low condition, sparseness was significantly modulated by concentration ($p < 0.0001$, $F_{(3,23)} = 22.5$), but not in the low-to-high situation ($p = 0.71$, $F_{(3,23)} = 0.47$). Thus, whether one sees an effect of odor concentration on sparseness depends critically on the order of the concentration steps.

This effect was consistent and clearly visible on a trial-by-trial basis in individual flies (Fig. 6F,G). This did not reflect any history-dependence of the stimulus delivery itself (Fig. 6A). Rather, an adaptive process with a long time constant likely accounts for these results. For example, the very first odor presentation of the experiment typically evoked the broadest response, regardless of the concentration of odor. In fact, the sparseness of the very first odor response in an experiment was not significantly different between the 0.01 and 0.1 concentrations ($p = 0.20$, Wilcoxon rank sum). A similar effect has been seen at the single-cell level in the locust antennal lobe (Stopfer and Laurent, 1999) and in the MB in honeybee (Szyszka et al., 2008). It is striking that the effect of changing concentration can be entirely occluded by changing the order of stimulus presentation, producing the essentially flat concentration dependence in the low-to-high condition. Our ability to track population-level responses reveals that this experience-dependent process can generate concentration-invariant levels of response in the MB.

Sparse MB responses to natural and artificial multimolecular odors

Our panel of monomolecular odors was chosen to activate a diverse set of ORNs (Hallem and Carlson, 2006). Nevertheless, a surprisingly large fraction of KCs did not respond to any of these stimuli (Fig. 4A), even when presented at high concentration. Most natural odors are composed of multiple volatile components and olfactory systems have presumably evolved to detect and respond to such complex odors. This raises the possibility that some KCs are tuned selectively for multimolecular detection. We therefore presented odor blends and natural odors to examine the effects of stimulus complexity on the sparseness of MB representations.

To assess how robustly the MB maintains sparse representations of multicomponent stimuli, we blended together different monomolecular odors that activate largely nonoverlapping populations of KCs. We used this strategy to maximize the possibility that mixing the odors increases the proportion of responding cells in the MB. The odors 3-octanol and 4-methylcyclohexanol activate very different populations of KCs (Fig. 7D,E). Presented individually, each of these odors activates 9% of KCs on average.

Figure 6. The effects of odor concentration and recent stimulus history on MB population sparseness. A, Stimuli were delivered in blocks of either increasing or decreasing concentration steps, shown here as the average PID traces acquired during each type of experiment (for details, see Results). B, Proportion of Kenyon cells responding to ripe banana over a range of different odor concentrations. Mean sparseness increases slightly with concentration, but never exceeds 0.2. Each point is the MB response from an individual fly for each concentration from both types of stimulus blocks (jittered along the x-axis for clarity); black bars indicate the mean of these points. Light gray boxes indicate standard deviations around the mean and dark boxes indicate the 95% confidence interval. C, Same as B, but for the monomolecular odor isoamyl acetate. D, Data from B and C showing specifically the results from the high-to-low concentration steps. E, As D, but the low-to-high steps. An effect of concentration is only apparent for the high-to-low condition. F–G, Responses on individual trials over the course of an experiment showing that the order in which stimuli were presented affects the sparseness of MB response. Response to the first trial was typically less sparse than subsequent trials. Additionally, the stimulus block type (high-to-low vs low-to-high) affected how sparseness changed with concentration. Gray lines show sparseness estimates from individual flies. Points connected by the black line indicate the mean responses on individual trials of different odorant concentrations (filled circles) or clean air (open circles). Trial blocks have been separated in time for clarity, but experiments were run continuously.
When presented simultaneously, however, this proportion increases only slightly (11%) and is smaller than the linear sum of the two activity patterns, 15% (Fig. 7A). A different pair of odors, 2-heptanone and pentyl acetate (Fig. 7B), also did not show supra-additive responses. Individual cells displayed both suppressive and synergistic interactions, with most cells showing a weaker response to the mixture than predicted from the linear sum of the response to the components (Fig. 7C). This subadditivity is consistent with observations made in the antennal lobe (Silbering and Galizia, 2007; Olsen et al., 2010) and olfactory bulb (Meredith, 1986; Tabor et al., 2004) and is a well-known olfactory phenomenon termed mixture suppression (Moskowitz and Barbe, 1977). The strong effects of mixture suppression in the MB parallel observations in piriform cortex (Stettler and Axel, 2009). Overall, these results indicate that blending odors has only a modest effect on the sparseness of MB representations, due to the subadditive recruitment of KCs.

The possibility remains, however, that because these odor blends are artificial, they may interact within the olfactory circuit in a nonoptimal way that accounts for the subadditivity of responses. This could result from a failure to synergistically activate KCs with an ethologically relevant set of input channels that the

**Figure 7.** MB responds sparsely to complex and natural odorants. A, Proportion of KCs responding to 4-methylcyclohexanol (MCH), 3-octanol (Oct), and a 50:50 blend of the two odorants. Points show sparseness values from individual optical sections (n = 4). Grand means shown in red. The sparseness of responses to the blend is very similar to that of the monomolecular components. The pale red point indicates expected proportion of responsive cells if the monomolecular odorants were to sum additively. B, Similar data as A, but from a different experiment using 2-heptanone (2Hep), pentyl-acetate (PA), and their 50:50 blend. C, Responses to blends are predominantly subadditive. Histogram shows the distribution of deviations from linearity for responses to the 3-octanol plus 4-methylcyclohexanol blend compared with the response predicted by linear addition of responses to the individual components. Seventy-three percent of cells responded less to the blend than expected from the sum of the component responses, indicating that the majority of KC responses to the blend are subadditive. D-F, Basal fluorescence (gray) and dF/F overlay (heat map) for responses to 3-octanol, 4-methylcyclohexanol, and the blend of the two odors. Each panel shows data from an individual trial. dF/F values are on the same scale for all panels. G-H, Single-trial responses to two complex natural odors. I, The sparseness values of natural odors (green) compared with a range of different monomolecular odorants (gray). Natural odorants do not evoke responses that are substantially more or less sparse than monomolecular odorants.
circuit evolved to process. We tested this possibility by examining responses to a variety of natural smells: apple cider vinegar, yeast, mango, and orange. Although these odors are not as chemically well defined as monomolecular odorants, we felt it was important to present volatiles from these genuinely natural stimuli. These appetitive odors drive robust behavioral responses and are clearly meaningful to the animal, although it should be noted that artificial compounds can also produce strong behavioral reactions (Stensmyr et al., 2003; Larsson et al., 2004; Fishilevich et al., 2005). To maximize the possibility that these odors would drive strong responses in MB, we presented them at an odor dilution ratio of 1:2, much less diluted than the 1:100 used for monomolecular odors. We found that the sparseness of natural odor responses fell within the range of the monomolecular test compounds (Fig. 7G–I). Although they were in the upper half of this range, this was likely because of their higher concentration, because comparable dilutions of a natural and artificial odor evoked responses in very similar fractions of KCs (Fig. 6). Thus, natural odors do not appear to present special ratios of components that could synergistically activate a large portion of the MB population. The absence of any specialization toward behaviorally relevant complex stimuli suggests that the fundamental processing feature of the MB is to create sparse stimulus representations regardless of the nature of the stimulus.

**MB responses to natural and monomolecular odors are indistinguishable**

The sparseness of responses to natural and monomolecular odorants was not noticeably different (Fig. 7I). Nonetheless, the perception of natural odors can be compellingly distinct from monomolecular odors. We therefore asked whether we could find any difference at all in the representations of these two odor classes. We compared statistics of responses using four different variables. These are shown in Figure 8A–D, where gray points represent data from monomolecular odorants and black points represent data from natural smells.

We tested whether the magnitude or duration of the odor response could predict whether the stimulus was a natural or monomolecular odorant. To quantify response duration and how consistent this duration was across cells, we calculated the mean and the standard deviation of the number of imaging frames in which the dF/F time course of cells was above response threshold (Fig. 8A, B). To determine whether natural odors activate the same number of cells but evoke a stronger response at these cells, we calculated the mean evoked response per cell (Fig. 8C) and the standard deviation of the mean evoked response (Fig. 8D). These parameters did not appear to separate natural and monomolecular odors. Nevertheless, to maximize our chances of finding a difference, we conducted a linear discriminant analysis (LDA) on all four variables simultaneously. LDA is a classification technique that takes into account multiple variables and their interactions to best classify two or more groups of data; in this case, statistics of responses to monomolecular or natural odorants. We ran the classifier using a leave-one-out cross-validation to avoid overfitting. The resulting classification success was only ~78% (Fig. 8E). We assessed the significance of this level of classification accuracy by rerunning the classifier 10,000 times with randomized odor labels, so there was no longer any relationship between the response parameters and the identity of the odors. The resulting distribution of classification success is shown in Figure 8E. The observed classification success is well within the range of the randomized values, indicating that natural and monomolecular odors do not evoke fundamentally different responses in KCs.

**Discussion**

We measured odor-evoked neural activity in the *Drosophila* MB using two-photon calcium imaging. Monomolecular odorants evoked sparse responses across the KC population. Activity remained sparse in response to multimolecular odor blends, complex natural odors, and even changes in odor concentration. Thus, sparseness was relatively unaltered despite large changes in stimulus complexity and intensity. This robustness is significant because sparse representations are thought to be important for information storage (Marr, 1969; Kanerva, 1988) and the MB plays a critical role in olfactory learning and memory (Erber et al., 1980; Heisenberg et al., 1985). Interestingly, unlike other sensory systems, we found that the MB encodes natural and artificial odors in a similar format. Furthermore, we found that KCs were not spatially organized according to responsiveness or odor tuning and that responsive KCs appeared to be distributed randomly within the cell body layer. We find no evidence of either func-
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tional or structural specialization within the MB, rather than the main processing feature is to generate sparse stimulus representations.

**Sparse organization and tuning curve topography of sparse responses**

There is prominent spatial organization to the first two layers of the insect olfactory system. ORNs and PNs project to specific glomeruli that can be uniquely identified across different flies and have predictable response properties. However, it is unclear what role this spatial order plays in sensory processing, and whether it is preserved in the MB. Functional imaging is ideally suited to address this question; however, the reporter used must be sufficiently sensitive to detect most or all activity in the cells of interest. This appears to be the case in our preparation since the whole population activity in the ORNs. Although there are clearly gain control mechanisms in the antennal lobe that act to normalize different levels of ORN input (Olsen and Wilson, 2008; Root et al., 2008), our results indicate that this process is not complete since net input to the system influences the extent of activity in the MB. Consequently, we examined how robust MB responses were to changes in stimulus intensity. We found that response sparseness was relatively concentration-invariant. Within the concentration range we tested, the proportion of responding KCs remained <0.2, much lower than the levels observed in the antennal lobe PNs (Wilson et al., 2004). Interestingly, this upper limit is similar to that observed in piriform cortex (Stettler and Axel, 2009).

Using a population imaging approach yielded an unexpected observation: stimulus history had a significant effect on sparseness. It appears that an adaptive process influences sparseness levels, whereby adaptation to strong sensory drive affects subsequent responses to weaker stimuli. When stimuli are presented in a series of increasing concentration steps, sparseness levels in the MB are essentially concentration-invariant. This could be a useful feature for a brain area involved in learning and memory, enabling accurate memory retrieval across a range of concentrations (Masek and Heisenberg, 2008; Yarali et al., 2009). Alternatively, this process may play a role in odor localization; when closing in on an odor source, plume hits of increasing concentration would give a constant level of MB activation, but decreasing concentrations would cause a detectable drop in MB responses. This drop could be a signal to begin casting behavior to search again for the plume (Budick and Dickinson, 2006; Duistermars et al., 2009).

Many sensory systems appear to be optimized for processing natural stimuli. There are examples in the auditory and visual systems where neurons transmit more information about stimuli with natural statistics than artificial stimuli (Rieke et al., 1995; Machens et al., 2001; Yu et al., 2005; Garcia-Lazaro et al., 2006). The olfactory system has clearly evolved to process naturally occurring smells composed of many compounds. We therefore examined how the complexity of an odor affected the sparseness of MB responses. Using monomolecular odors to study a deeper brain area such as the MB may yield an impoverished view of the cellular response properties, just as our understanding of inferotemporal cortex would be limited if the test stimuli were only spots and bars of light, rather than meaningful visual objects. Additionally, anatomical evidence suggests that multimolecular blends could be particularly effective stimuli for KCs. PN projections are widely overlapping in the calyx, suggesting that individ-

**Robustness of sparse representations to stimulus intensity and complexity**

Although sparse coding is useful for learning and memory, an important underlying assumption is that sparseness is robust to naturally varying features of the stimuli, including stimulus intensity and complexity. We tested this by examining sparseness of MB responses to a wide variety of odors, including complex odors composed of multiple components at a range of different concentrations. By examining a broad array of odors, our goal was to uncover whether the MB is in some way tuned to particular stimuli that drive fundamentally different, potentially dense, patterns of activity.

The degree of MB sparseness was weakly correlated with the total population activity in the ORNs. Although there are clearly gain control mechanisms in the antennal lobe that act to normalize different levels of ORN input (Olsen and Wilson, 2008; Root et al., 2008), our results indicate that this process is not complete since net input to the system influences the extent of activity in the MB. Consequently, we examined how robust MB responses were to changes in stimulus intensity. We found that response sparseness was relatively concentration-invariant. Within the concentration range we tested, the proportion of responding KCs remained <0.2, much lower than the levels observed in the antennal lobe PNs (Wilson et al., 2004). Interestingly, this upper limit is similar to that observed in piriform cortex (Stettler and Axel, 2009).

Using a population imaging approach yielded an unexpected observation: stimulus history had a significant effect on sparseness. It appears that an adaptive process influences sparseness levels, whereby adaptation to strong sensory drive affects subsequent responses to weaker stimuli. When stimuli are presented in a series of increasing concentration steps, sparseness levels in the MB are essentially concentration-invariant. This could be a useful feature for a brain area involved in learning and memory, enabling accurate memory retrieval across a range of concentrations (Masek and Heisenberg, 2008; Yarali et al., 2009). Alternatively, this process may play a role in odor localization; when closing in on an odor source, plume hits of increasing concentration would give a constant level of MB activation, but decreasing concentrations would cause a detectable drop in MB responses. This drop could be a signal to begin casting behavior to search again for the plume (Budick and Dickinson, 2006; Duistermars et al., 2009).

Many sensory systems appear to be optimized for processing natural stimuli. There are examples in the auditory and visual systems where neurons transmit more information about stimuli with natural statistics than artificial stimuli (Rieke et al., 1995; Machens et al., 2001; Yu et al., 2005; Garcia-Lazaro et al., 2006). The olfactory system has clearly evolved to process naturally occurring smells composed of many compounds. We therefore examined how the complexity of an odor affected the sparseness of MB responses. Using monomolecular odors to study a deeper brain area such as the MB may yield an impoverished view of the cellular response properties, just as our understanding of inferotemporal cortex would be limited if the test stimuli were only spots and bars of light, rather than meaningful visual objects. Additionally, anatomical evidence suggests that multimolecular blends could be particularly effective stimuli for KCs. PN projections are widely overlapping in the calyx, suggesting that individ-
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Although sparse coding is useful for learning and memory, an important underlying assumption is that sparseness is robust to naturally varying features of the stimuli, including stimulus intensity and complexity. We tested this by examining sparseness of MB responses to a wide variety of odors, including complex odors composed of multiple components at a range of different concentrations. By examining a broad array of odors, our goal was to uncover whether the MB is in some way tuned to particular stimuli that drive fundamentally different, potentially dense, patterns of activity.

The degree of MB sparseness was weakly correlated with the total population activity in the ORNs. Although there are clearly gain control mechanisms in the antennal lobe that act to normalize different levels of ORN input (Olsen and Wilson, 2008; Root et al., 2008), our results indicate that this process is not complete since net input to the system influences the extent of activity in the MB. Consequently, we examined how robust MB responses were to changes in stimulus intensity. We found that response sparseness was relatively concentration-invariant. Within the concentration range we tested, the proportion of responding KCs remained <0.2, much lower than the levels observed in the antennal lobe PNs (Wilson et al., 2004). Interestingly, this upper limit is similar to that observed in piriform cortex (Stettler and Axel, 2009).

Using a population imaging approach yielded an unexpected observation: stimulus history had a significant effect on sparseness. It appears that an adaptive process influences sparseness levels, whereby adaptation to strong sensory drive affects subsequent responses to weaker stimuli. When stimuli are presented in a series of increasing concentration steps, sparseness levels in the MB are essentially concentration-invariant. This could be a useful feature for a brain area involved in learning and memory, enabling accurate memory retrieval across a range of concentrations (Masek and Heisenberg, 2008; Yarali et al., 2009). Alternatively, this process may play a role in odor localization; when closing in on an odor source, plume hits of increasing concentration would give a constant level of MB activation, but decreasing concentrations would cause a detectable drop in MB responses. This drop could be a signal to begin casting behavior to search again for the plume (Budick and Dickinson, 2006; Duistermars et al., 2009).

Many sensory systems appear to be optimized for processing natural stimuli. There are examples in the auditory and visual systems where neurons transmit more information about stimuli with natural statistics than artificial stimuli (Rieke et al., 1995; Machens et al., 2001; Yu et al., 2005; Garcia-Lazaro et al., 2006). The olfactory system has clearly evolved to process naturally occurring smells composed of many compounds. We therefore examined how the complexity of an odor affected the sparseness of MB responses. Using monomolecular odors to study a deeper brain area such as the MB may yield an impoverished view of the cellular response properties, just as our understanding of inferotemporal cortex would be limited if the test stimuli were only spots and bars of light, rather than meaningful visual objects. Additionally, anatomical evidence suggests that multimolecular blends could be particularly effective stimuli for KCs. PN projections are widely overlapping in the calyx, suggesting that individ-
ual KCs receive convergent input from multiple PN types. Thus, KCs could be tuned to detect coincident input from particular combinations of active PNs.

We examined MB responses to a variety of different natural odors, including smells of ripe fruits. At the ORN layer, it is possible to distinguish fruit odors from monomolecular odors when viewed at the population level (Hallem and Carlson, 2006). We tested whether this distinction was detectable in the MB population. Interestingly, we found that no aspect of the response to natural smells enabled us to differentiate them from monomolecular odors. Moreover, the sparseness of natural odor representations was indistinguishable from that of monomolecular smells. This likely arises because the responses to individual components in a multicomponent blend are strongly subadditive. Overall, these results indicate that MB representations are not specialized for naturally occurring odors, even though these stimuli drive strong behavioral responses (Stensmyr et al., 2003; Fishilevich et al., 2005; Budick and Dickinson, 2006). The indistinguishability of natural and artificial odors reinforces the view that the MB is a purely associative brain center.

Both the functional and anatomical similarities between the antennal lobe and olfactory bulb in mammals are well established and striking. A recent report suggests that the invertebrate MB is phylogenetically homologous to neocortex, based on expression patterns of important developmental genes (Tomer et al., 2010). Using detailed functional imaging, we have shown a striking functional similarity between the mushroom body and earlier reports of piriform cortex (Stettler and Axel, 2009). These results suggest that the fundamental feature of olfactory processing at this layer of the system is to create sparse representations in a way that is robust to variation in the features of the olfactory stimulus.
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